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Preface 
 
 

The Pamir conference is organised for the 9th time and for the second time in Latvia. As in the 
past, Pamir is a generalist conference on magneto hydro dynamics (MHD) and more generally 
in magneto sciences. It is focussed on basic MHD problems as for example turbulence and 
dynamo effect but considering also energetic and electro processing of material as well as the 
technology of liquid metal which is of a first importance in the concept of large power plant 
as I.T.E.R and the new recent development of the fast breeder reactors represented by 
generation 4. 
 
The main relevant fluids considered by the topics of the conference are liquid metals which 
have high electrical conductivity but an important aspect of the magneto science is devoted to 
poorly conducting fluids as electrolytes submitted to the influence of magnetic fields offering 
large possibilities to control and improve the mass transfer in such media. In this field of 
research a new project in course of elaboration, MACE as MAgnetic Control of Electro 
chemistry, will be proposed in the frame of the COST program of the EU, under the leading 
of Professor Piotr Zabinski from the University of Krakov, Poland. A MACE meeting will 
be organised during the Pamir Conference. 
 
Thus the conference is focussed on fundamental and applied researches combining several 
disciplines as hydrodynamics, mass and heat transfers, electromagnetism... Both theoretical 
and experimental aspects are considered as well as analytical and numerical methods. The 
participation of engineers from industrial companies and researchers from universities are 
particularly important in the objective of Research and Development activities. 
 
As in the last Pamir 2011, the present edition is coupled with a summer school centred on the 
activity of the European project “Space Thermo acoustic Radio-Isotopic Power System”. 
 

“Space TRIPS”. 
 

Space TRIPS aims to demonstrate the feasibility of a highly efficient and reliable electrical 
generator for space, using radio isotopic heat source. The project is based on the modelling, 
design, construction and experimentation of a prototype of MHD electrical generator driven 
by a thermo acoustic engine. A design implementing this technology will be completed to 
asses the performance of a space system. 
 
The project takes advantages of the complementary competences of 6 partners from 4 
European countries. 
 
They are  
 

- HEKYOM start up company, French, develops Thermo acoustics applications 
- CNRS (Centre National de la Recherche Scientifique) French  research organisation  
- IPUL Institute of Physics of the University of Latvia 
- AREVA TA French company about nuclear activity 
- Thales Alenia Space Italy specialised in Space Technology 
- HZDR Germany , Research specialized in MHD activities 
 



As it is usual in the EU project the dissemination of knowledge is an important aspect of 
space TRIPS especially in direction of young scientists and engineers. This is the reason why 
a summer school is organised in parallel with the conference and why two specific sessions of 
the conference are devoted for one at the thermo acoustic process and for the other to the 
space technology. 
 
Space TRIPS is largely represented in the board of the two events, as chairmen  
 

A. Alemany, France. J. Freibergs, Latvia 
 
and co chairmen:  
 

J.P. Chopart, France – C. Latge, France – M. François, France - E. Gaia, Italy 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
Foreword 

 
 
 
 
 

These two volumes are the proceedings of the communication of the 9th Pamir International 
Conference held in Riga, Latvia, June 16 – 20, 2014. 
 
 
The present edition of Pamir benefits of the support of the EU by the way of the project Space 
Trips (Space Thermo acoustic Radio-Isotopic Power System) at the origin of the summer 
school that welcomes students of many European countries. The organizers of these two 
events express their gratitude to the University of Latvia which host the sessions of the 
conference, The French embassy in Latvia and the “Institut Francais en Lettonie” to host the 
Space Trips summer school. The papers are indexed according to the topics and the 
numerotation accorded to each of them. 
 
Volume 1 contains the papers of: 
 
A - Basic MHD 
B - Thermo acoustic  
C - Space: stress on technologies 
 
Volume 2 contains the papers of: 
 
D - Liquid metal technologies for coolant applications 
E - Applied MHD for material application 
F - Ferrofluid 
 
For further information, please contact the secretaries of the conference: 
 
Beatrice Collovati   
Pamir     e-mail: pamir@simap.grenoble-inp.fr  
 
Maja Broka    
IPUL     e-mail: mbroka@sal.lv  
 
Svetlana Shchanitsina  
Magnetohydrodynamics, IPUL: e-mail: sveta@sal.lv  
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MAGNETIC FIELDS 

 
 
ZHANG X., LV X., ZIKANOV* O. 
University of Michigan – Dearborn, Dearborn, USA  
*Corresponding author email: zikanov@umich.edu 

 
Abstract: Mixed convection in liquid metal flows in horizontal ducts with strong transverse 
magnetic fields is analyzed numerically. Our goal is to understand the nature of the 
convection instabilities that may occur in liquid metal blankets for fusion reactors. High 
Hartmann (Ha≤800) and Grashof (Gr≤109) numbers are considered. In the case of bottom 
heating, roll-like structures aligned with the magnetic field and producing strong low-
frequency temperature fluctuations at walls arise at high Ha and Gr. In the duct with sidewall 
heating, streamwise-uniform, laminar, steady-state flows are found at moderate and high Ha. 
 
1. Introduction 
In this paper, we consider the influence of very strong (high Hartmann numbers) magnetic 
fields on mixed (combined natural and forced) thermal convection in flows within horizontal 
ducts. The case of low magnetic Reynolds and Prandtl numbers is considered. The main 
motivation is the role of such flows in several possible designs of liquid metal (Li or PbLi) 
blankets for future nuclear fusion reactors (see, e.g. [1]).  It is known that a strong magnetic 
field can dramatically change the flow’s behavior. The effect is due to the Lorentz force and 
the conversion of the flow’s kinetic energy into heat by the Joule dissipation of induced 
electric currents. An extensive discussion of the effect can be found, for example, in [2]. Since 
conventional turbulence is most likely fully suppressed by such a strong magnetic field, the 
flow structure and distribution of temperature are largely determined by the buoyancy force in 
its interaction with the Lorentz force, viscosity, and imposed pressure gradients. The 
immediate precursor of our work is the paper [3], where the linear stability and DNS analyses 
were conducted for the flow through a round horizontal pipe with transverse horizontal 
magnetic field and uniform constant-rate heating applied to the bottom half of the wall. The 
computational work was performed to explain the results of the experiments [4], where 
temperature fluctuations disappeared at moderately strong magnetic fields indicating 
suppression of turbulence, but reappeared at stronger magnetic fields in the form of high-
amplitude low-frequency oscillations. The results of the numerical analysis of [3] were in a 
remarkably good quantitative agreement with the experimental data and produced the 
explanation that the oscillations are caused by the convection instability in the form of rolls 
aligned with the magnetic field. Our analysis is conducted in a manner similar to that of [3] 
but for the square duct geometry, two orientations of the magnetic field, and in a much 
broader range of Gr and Ha.  
 
2. Theoretical and numerical model 
As shown in fig. 1, we consider flows in horizontal ducts with imposed horizontal transverse 
magnetic field B and uniform constant-rate heating applied to either bottom or vertical wall. 
The other three walls are thermally insulated. All walls are electrically insulated. The liquid 
metal is modeled as an incompressible, electrically conducting Newtonian viscous fluid with 
constant physical properties. The Boussinesq approximation is applied for the temperature-
related buoyancy force. Following the assumption of small magnetic Reynolds and Prandtl 
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numbers typically valid in the fusion reactor blankets, we use the quasi-static approximation 
(see, e.g. [2]). The governing equations are non-dimensionalized using the duct half-width d 
as the length scale, mean streamwise velocity U as the velocity scale, wall heating-based 

group  ,where  is the thermal conductivity, as the temperature scale, B as the scale of 
the magnetic field strength, and dUB as the scale of electric potential. The non-dimensional 
governing equations are: 

Figure 1: Flow geometry and coordinate system for bottom heating duct (a), sidewall heating duct (b).

 

, 
 

 
Temperature field is a sum of fluctuations θ and the mean-mixed temperature Tm(x). Pressure 
is decomposed into the component (x) corresponding to spatially uniform streamwise 

gradient  adjusted at every time step to maintain constant mean velocity, component   
that balances the buoyancy force due to the x-dependent mean-mixed temperature Tm(x) (see 
[3]), and perturbations p. The buoyancy and Lorentz forces are:  and 

. The electric current is determined by the Ohm’s law 
, where electric potential  is a solution of the Poisson equation 
. The non-dimensional parameters of the problem are the Reynolds 

number , Hartmann number , Peclet number , and 

Grashof number . The boundary conditions at the duct walls are the no-slip 

conditions u=0 for velocity, perfect electric insulation , conditions of constant-

rate heating at the lower wall or side wall and thermal insulation at the other 

walls . The inlet-exit conditions are those of periodicity of the velocity u, 
temperature fluctuations  and pressure fluctuations p. 
 

 

 

The numerical method is a version of the finite difference model first introduced in [5] and 
later used for various flows at strong magnetic fields (e.g. in [3]). The spatial discretization is 
of the second order and performed on a non-uniform collocated grid. The grid is clustered 
towards the walls according to the coordinate transformations: 

 The spatial discretization is 
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conservative with spatial derivatives evaluated using the velocity and current fluxes obtained 
by special interpolations to half-integer grid points (see [6], [7]). The time discretization uses 
the standard projection algorithm (see, e.g. [8]). The body forces and nonlinear convection 
terms are treated explicitly using the backward difference Adams-Bashforth scheme as 
described in [5]. The conduction and viscosity terms are treated implicitly in order to avoid 
the stringent stability limitations on the time step that arise at strong near-wall clustering. The 
elliptic equations for potential, pressure, three velocity components, and temperature are 
solved using the Fourier decomposition in the streamwise coordinate and the direct reduction 
solution of the two-dimensional equations for the Fourier components conducted on the 
transformed grid ( ) (see [5]). The algorithm is parallelized using the hybrid MPI-
OpenMP approach. The MPI memory distribution is along the y-coordinate in the physical 
space and along the streamwise wavenumber in the Fourier space. 

The equations always have a solution in the form of a streamwise-uniform steady 
flow, which we take as the base flow. For every combination of Ha and Gr, we first compute 
the base flow by imposing streamwise-uniformity. The linear stability analysis of this flow is 
conducted next. We follow the evolution of small-amplitude perturbations added to the flow. 
For such perturbations, we can analyze instability to individual Fourier harmonics in the 
framework of a linearized problem. For this purpose, the DNS code is modified by applying 
Fourier filtering, which separates the zero mode and the mode, stability to which is studied 
from the rest (see [3] for a discussion). The computations are conducted in the domain of a 
desired wavelength. Finally, fully 3D DNS of the flow is conducted. 
 
3. Results 
We consider fully developed flows in long ducts (fig 1). Single values Pr = 0.0321 and Re = 
5000 are used in the analysis. The first of them corresponds to the LiPb eutectic alloy at 
temperature around 570 K [9], while the second is selected arbitrarily. The Grashof number 
Gr varies in the range between 105 and 109. For the Hartmann number we select the range 

. The computational domain is a duct with cross-section  and periodic 
inlet-exit conditions. The streamwise size of the domain is  for DNS and equal to the 
wavelength of the tested Fourier mode for stability analysis. The computational grids are 
determined as functions of Ha and Gr in the grid sensitivity tests. We keep at least 6 points in 
each Hartmann layer and at least 12 points in each Shercliff layer. The DNS requires 
streamwise grid step not larger than 0.1. The maximum time step providing a numerically 
stable solution is used. Its value varies with Ha and Gr, but never exceeds 10-2. 
3.1 Duct with bottom heating [12]. The summary of transverse circulation structures is 
shown in fig. 2. At each value of Ha, the Gr has to increase above a certain limit to overcome 
the suppression by the magnetic field and to cause development of secondary circulations in 
transverse plane. The heating also creates a profile of mean temperature linearly growing 
along the duct and the associated buoyancy force leads to significant top-bottom asymmetry 
of mean velocity [6]. The linear stability analysis shows the formation of convection rolls 
aligned with the magnetic field as a common feature of the flow invariably observed at Ha > 
200 and sufficiently high Gr. The rolls are localized in the lower half of the duct. At high Ha, 
the rolls approach Q2D form, while increase of Gr, via the modification of mean flow, 
localizes the rolls near the heated wall (see fig. 3). Transport of the rolls by the mean flow 
causes high-amplitude low-frequency temperature fluctuations at walls.  

The DNS results agree with the stability analysis and confirm that the secondary flow 
regimes can be of one of the two types depending on whether Gr is smaller or larger than a 
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certain threshold Gr*(Ha). The low-Gr type observed at Gr < Gr* is characterized by 
complete domination of the instability-generated spanwise rolls and quasi-two-dimensional 
distributions of velocity and temperature fields. In the high-Gr flows at Gr > Gr*, the 
spanwise rolls are combined with a streamwise roll similar to the circulation roll in the 
streamwise-uniform base flow. Significant flow and variations of temperature along the 
magnetic field lines are present. This classification is important when we consider that 3D 
computations are unfeasible at the parameter values typical for a fusion reactor. It is 
commonly assumed that the Q2D modeling [10] can be utilized at high Ha (see [11]). Our 
results, however, demonstrate that even at high Ha the applicability of the model is not a-
priori certain. The model is applicable to the low-Gr regimes, but would be based on incorrect 
assumptions and produce erroneous results at the values of Gr, at which high-Gr regimes are 
realized. 
 

 
 

Figure 2. Bottom heating. Transverse plane 
circulation patterns found in computed base 

flows. Blank squares indicate flow regimes, in 
which the kinetic energy of transverse velocity 

components is less than 10-6. 

Figure 3. Bottom heating. Convection modes in 
the horizontal plane (left), vertical streamwise 
mid-plane (right), at Ha = 800 and Gr = 108 
(upper) and Gr = 109 (lower). Vectors and 
contours show velocity and temperature 

perturbations, respectively. 

 
 
3.1 Duct with sidewall heating [13]. Fig 4 summarizes the observed structures of the 
transverse circulation in the streamwise-uniform flows with sidewall heating duct. 
Circulations with the average kinetic energy of transverse velocity components below 10-6 are 
not shown. In the DNS analysis, only the flows at Ha = 50 and 100 with Gr = 109 demonstrate 
three-dimensionality. All the other flows are found to be laminar, steady-state, and 2D 
(uniform in the streamwise direction). This is fully confirmed by the stability analysis that 
finds no growth of perturbations at the wavelengths between 0.05π and 20π. An illustration of 
a 2D flow is presented in fig. 5. 
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Figure 4: Sidewall heating. Transverse plane 
circulation patterns found in computed base 

flows. The flow regimes, in which the kinetic 
energy of transverse velocity components is less 

than 10-6 are not shown.

      

Figure 5: Sidewall heating. 2D flow at Ha = 
400, Gr = 109. Streamwise velocity ux, 

temperature θ, and vector field and 
streamlines of the transverse circulation uy,  

(uy, uz) are shown.
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Abstract:  A  linear  stability  analysis  is  performed  to  investigate  the  onset  of  convective 
motions  in  a  flat  cavity  filled  with  liquid  metal  in  which  a  volumetric  heat  source  is 
distributed uniformly and a horizontal magnetic field is imposed. A quasi-2D mathematical 
model is derived by integrating the 3D governing equations along magnetic field direction, 
which yields a dissipation term in the 2D equations that accounts for 3D viscous effects in 
thin boundary layers at walls perpendicular to the field. This type of buoyant flow without 
magnetic  field  has  been investigated  by Roberts  [1] and  the  present  study extends  those 
results to magnetohydrodynamic conditions. Numerical simulations are performed to support 
the analytical results and to describe the main convective flow patterns.

1. Introduction
 Thermal convective motion produced by uniform internal heat sources in a liquid metal layer, 
as  analyzed  in  the  present  study,  is  a  fundamental  heat  transfer  problem of  interest  for 
engineering applications such as e.g. nuclear fusion reactors. Here a plasma is confined in a 
torus  by  means  of  a  strong  magnetic  field.  Neutron  heat  is  removed  by  a  liquid  metal  
circulating in the so called blanket. Most of the nuclear power is deposited in the liquid metal 
leading to  significantly  non-uniform thermal  conditions  that  result  in  complex  convective 
flow patterns affected by the magnetic field [2] [3].

The problem of natural convection driven by a temperature difference across a fluid 
layer,  the  so  called  Rayleigh-Bénard  convection,  has  been  extensively  analyzed  for 
applications in crystal growth technology. When the fluid is heated from below it remains 
motionless  until  the  temperature  difference,  quantified  by  the  non-dimensional  Rayleigh 
number Ra, exceeds a critical value Racr and then thermal convection sets in. Chandrasekhar 
[4] shows  that  by  applying  a  magnetic  field  instabilities  occur  at  higher  values  of  Ra 
compared to hydrodynamic conditions. At marginal stability convection appears in the form 
of  rolls  aligned  with  the  horizontal  component  of  the  magnetic  field.  Analytical  and 
experimental investigations of MHD Bénard-convection can be found in [5]. When a strong 
magnetic  field is applied electromagnetic  Lorentz forces elongate vortices along magnetic 
field lines and force the fluid to move in planes perpendicular to the field, while motion along 
field lines is damped  [6]. This leads to a quasi-two dimensional (Q2D) MHD flow where 
dissipation losses,  due to Joule and viscous effects,  are localized in thin Hartmann layers 
along  walls  perpendicular  to  the  magnetic  field.  An explanation  of  dissipative  effects  in 
Hartmann layers is given in [7] [8]. Q2D models reduce the basic governing equations to a 2D 
problem by analytical integration along magnetic field lines. In the 2D equations 3D MHD 
effects are modeled by a term that accounts for viscous and Joule's dissipation in Hartmann 
layers. Those approaches are used to investigate problems related to fusion blankets where 
intense magnetic fields are present [9].

In the problem studied in this paper convective motions are driven by heat sources 
distributed in a fluid. The steady laminar hydrodynamic convection in an infinite horizontal 
fluid layer  confined between an isothermal  upper plate  and a lower one that is  thermally 
insulating  has  been  studied  by  different  authors.  This  configuration  differs  from Bénard-
convection  since  temperature  boundary  conditions  are  asymmetric  and  the  vertical 
temperature profile in the motionless state is parabolic rather than linear.
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Experimental studies of instabilities in a horizontal fluid layer heated uniformly are described 
in [10]. Roberts [1] carried out a stability analysis that shows that convective motions occur at 
Racr ≃  2772 in  the  form of  marginally  stable  rolls.  Thirlby  [11] performed  a  numerical 
analysis  and  determined  the  parameters  at  which  polygonal  cells  and  rolls  occur  in 
hydrodynamic flows.

The aim of the present study is investigating the influence of a horizontal magnetic 
field on the onset of instabilities in liquid metal flows with volumetric thermal sources and 
identifying the main convective patterns. The geometrical configuration chosen for this study 
is the one used in [1]. Model equations describing the Q2D MHD convective flow are derived 
(§)  and  a  linear  stability  analysis  is  performed  (§)  to  determine  the  onset  of  convection 
depending  on  intensity  of  applied  heat  source  and  strength  of  magnetic  field.  A  better 
understanding of the features of convective flow patterns is obtained by means of numerical 
simulations.

2. Formulation of the problem and governing equations
Let us consider an electrically conducting liquid metal, filling a horizontal shallow cavity, 
where a volumetric heat source q is uniformly distributed in the fluid (Figure 1). The top wall 
at y = H is isothermal, the bottom at y = 0 adiabatic, ∂T/∂y = 0, and the Hartmann walls at z = 
±A, perpendicular to the magnetic field, are adiabatic, ∂T/∂z = 0. 

Figure  1.  Sketch  of  geometry  and  reference 
system.  Walls  perpendicular  to  the  magnetic 
field  are  thermally insulating,  the top wall  of 
the cavity is  kept at constant  temperature,  the 
bottom  is  adiabatic.  Periodic  conditions  are 
assumed in  x-  direction.  A constant  magnetic 
field is applied in horizontal z- direction.

Density changes due to temperature variation are restricted to the buoyancy term, ρβ(T-Tref)g, 
according to the Boussinesq approximation. Here ρ is the density at the reference temperature 
Tref, β the volumetric thermal expansion coefficient and g = -gy the gravitational acceleration. 
The non-dimensional equations governing the problem account for balance of momentum, 
conservation of mass and charge and current density is determined by Ohm's law:
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The temperature distribution is given by the energy balance equation
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The dimensional volumetric heat source q has been scaled by λΔT/H² and normalized to 1 by 
defining the characteristic temperature difference as ΔT = qH²/λ. The dimensionless variables 
v,  t,  j,   and  B are  obtained  by  scaling  velocity,  time,  electric  current  density,  electric 
potential and magnetic field by the reference quantities v₀ = α/H, H²/α, σv₀B₀, v₀B₀H and B₀, 
respectively.  The typical length scale H is the distance between horizontal  walls. Thermal 
diffusivity  α =  λ/(ρcp),  thermal  conductivity  λ,  specific  heat  cp, kinematic  viscosity   and 
electric conductivity  σ are assumed to be constant in the temperature range considered. The 
non-dimensional temperature T is given by (T* - Tref)/ΔT, where T* is the local dimensional 
temperature.  The  dimensionless  parameters  that  control  the  flow are  Prandtl  number  Pr, 
Rayleigh number Ra and Hartmann number Ha:
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The Prandtl number represents the rate of momentum diffusion to the one of heat diffusion. 
The Rayleigh number describes the intensity of the applied heating. The Hartmann number 
gives a non-dimensional measure for the strength of the magnetic field. In order to quantify 
the  magnitude  of  convection  we introduce  a  quantity  defined  as  the  ratio  between mean 
temperature differences across the fluid layer without motion and with convection [1] [11]:
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3. 2D model equations 
The procedure followed for the analysis is analogous to the one used in [5] [7] [8]. Starting 
from the 3D equations  (§) an equation  for vorticity    =  ×v is  obtained.  For  the given 
boundary conditions and an applied magnetic field in z-direction the flow is characterized by 
a Q2D velocity v = (u,v,0) and vorticity ω = (0,0,ω), where u, v,  may depend on (x,y,z):

  .
1 22 TRajHavu
Pr xzzyxt   (8)

In  a  quasi  2D flow velocity  and  vorticity  can  be  expressed  by  a  separation  ansatz,  e.g. 
).(),,(ˆ zfyxtuu   By integrating the vorticity equation along field lines,  with no slip at 

Hartmann walls, f(z = ±a) = 0, and thin wall condition [12] we obtain
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where c = wtw/(H) is the conductance parameter. In (9) terms on the left hand side represent 
convective transport of vorticity and its time variation, on the right hand side there are two 
dissipation terms. The first one describes viscous losses due to gradients of vorticity in a plane 
perpendicular to B. The term  /ˆ  represents viscous and Joule dissipation in the Hartmann 
layer and in the wall and τ is related to a typical decay time of vorticity [7]. For electrically 
insulating Hartmann walls (c = 0) 1/τ → Ha/a and for perfectly conducting walls (c = ∞) 1/τ  
→ Ha², namely in ducts with highly electrically conducting walls a rapid damping occurs.

4. Linear stability analysis
The basic steady state in the problem studied is motionless and with a parabolic temperature 
distribution along the vertical coordinate  y. When the internal heat source, i.e.  Ra, is large 
enough the base state loses its stability due to increased buoyancy forces that are not balanced 
anymore  by  viscous  effects  and  thermal  conductivity.  Convective  motions  occur  whose 
intensity  depends on the  internal  heat  source  (Ra)  and the  magnetic  field  (Ha).  A linear 
stability analysis is performed that consists in following the evolution of small perturbations 
applied to the equilibrium state by linearizing equation  (9). The stability is determined by 
solving  the  resulting  eigenvalue  problem.  In  order  to  derive  disturbance  equations, 
temperature, velocity and vorticity are decomposed as the sum of a basic state denoted by the 
subscript 0 and a perturbation indicated by prime and multiplied by a small parameter ε, e.g. 
T = T0 + T’. Those expressions are introduced in (5) and (9) and terms of O(ε²) are neglected 
in  the  small  perturbation  limit.  We  expand  perturbations  in  normal  modes  as  e.g. 

ikxsteyiT  )('  where k is a real horizontal wavenumber, s the temporal rate of growth of 
the perturbation. In order to satisfy mass conservation (2) we introduce a streamfunction  ′
(x,y), such that  ''and)ˆ'(' 2    zu . After some mathematical work and at the 
stability limit the equations describing the stability of the problem become: 
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where  D²  = ∂²/∂y²  and  ,  ,   are the amplitude functions of vorticity,  temperature and 
streamfunction perturbations, respectively. A numerical procedure has been implemented in 
Matlab where finite difference techniques are used for the solution of the eigenvalue problem.

5. Results
For 1/  0 the problem is equivalent to the hydrodynamic flow (Ha = 0) considered in [1], 
for which Racr = 2772 and kcr = 2.63 are predicted. This case is first investigated to validate 
the used numerical model. In a second step a uniform horizontal magnetic field is imposed 
and  its  influence  on  the  stability  of  the  considered  magneto-convective  flow  is  studied. 
Numerical simulations are also performed both to confirm the linear stability analysis and to 
complement the results by means of 3D and Q2D nonlinear solutions for Ra > Racr.

Figure 2. Neutral stability curve for the hydrodynamic 
flow (Ha = 0) showing marginal Rayleigh number as a 
function of the wavenumber.

Figure  3.  Neutral  stability  curves  for  the  case  of 
electrically  insulating  walls,  c =  0,  and  various 
Hartmann numbers Ha.

Figure 2 shows the neutral stability curve for Ha = 0. As the control parameter Ra increases, 
the base state first becomes linearly unstable at  Ra = Racr with respect to perturbations with 
horizontal wavenumber  k =  kcr. Results agree very well with those presented in [1]. In the 
region below the curve perturbations of any wavelength decrease, namely the flow is stable, 
no convective motion occurs and the temperature has a parabolic profile between the plates. 
Above the curve the flow is unstable and convection occurs with a certain range of unstable 
wave numbers. In Figure 2 contours of the streamfunction are depicted showing two counter 
rotating convective cells that appear at the instability threshold. 

Let us consider now magneto-convective flows in an electrically insulating cavity (c = 
0) with A/H = 2. We analyze the influence of the magnetic field strength (Ha). In Figure 3 
neutral stability curves are depicted for various Ha. The curve for the hydrodynamic case (Ha 
= 0) is shown for comparison. It can be seen that, as expected [4], the magnetic field stabilizes 
the flow, i.e. by increasing Ha the onset of convection occurs at higher values of Ra. 
We fix now the Hartmann number Ha = 200 (1/ = 100). The axial length lx (see Figure 1) is 
chosen  such  that  8  convective  cells  fit  in  the  computational  domain  at  Racr.  Numerical 
simulations  are  performed  by  using  the  Q2D  model  described  in  §3  that  have  been 
implemented in the finite volume code OpenFOAM.
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Figure  4. Factor  M that quantifies the strength of 
the  convective  motion  as  a  function  of  the 
Rayleigh number.

Figure  5.  Contours  of  scaled  temperature  and  electric 
potential isolines (non-dimensional distance 0.9) for Q2D 
MHD flow at Ha = 200 and Ra = 70000.

In order to quantify the intensity of the convective motion the quantity M (7) is calculated and 
plotted as a function of Ra in Figure 4. The numerically predicted critical Rayleigh number, 
Racr =  Ra(M = 1), agrees very well with the one obtained by the stability analysis,  Racr = 
9821.3.  By  increasing  the  Rayleigh  number  M becomes  larger,  i.e.  the  convective  heat 
transfer intensifies. For sufficiently large Ra various solutions coexist characterized by 8, 10 
and 12 rolls. An example is shown in Figure 5 for the flow at Ra = 70000. Here contours of 
temperature T and isolines of electric potential, which serve as approximate streamlines, are 
depicted on the cross-section of the cavity.

Figure  6.  Contours  of  scaled  temperature  and  electric 
potential isolines (non-dimensional distance 0.56) for Q2D 
MHD flows at Ha = 200 and different Ra.

Figure  7.  Vertical  velocity  as  a  function  of  the 
coordinate x for various Ra.

In Figure 6 contours of temperature and isolines of potential are compared for three Ra. In the 
selected scale for the temperature (see §2)  T is proportional to the volumetric heat source 
and therefore it increases with Ra and the normalized temperature reduces. When the heating 
is stronger the motion intensifies as indicated by a larger number of potential  isolines.  In 
Figure 7 the vertical  component  of the velocity  is  plotted  for various  Ra along the axial 
coordinate  on a line at  y = 0.5. When approaching the stability limit  (Racr = 9821.3) the 
velocity profile resembles a harmonic function. By rising Ra additional modes appear due to 
nonlinear interactions leading to more complex velocity profiles.

6. Conclusions
The influence of a magnetic field on the stability of convective flows caused by a uniform 
volumetric heat source distributed in a liquid metal layer has been studied. A linear stability 
analysis is performed based on a Q2D model and the critical Rayleigh number for the onset of 
convection has been calculated for increasing  Ha. The occurrence of convection is delayed 
when Ha becomes larger. For supercritical conditions solutions with different wavenumbers 
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coexist. The velocity distribution shows that when convective motion sets in only harmonic 
functions contribute and by increasing Ra higher modes appear due to nonlinear interactions.
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Abstract: Fundamental features of mixed convection are investigated for upward and 
downward flows in long vertical ducts with one heated wall and strong imposed transverse 
magnetic field. It is found that the Q2D model accurate for the upward flow, but not always 
accurate for the downward one. Another feature of the downward flow is the exponentially 
growing streamwise-uniform elevator modes. Finally, the flows are prone to Kelvin-
Helmholtz instabilities associated with inflection points of streamwise velocity profiles. 
 
1. Introduction 
 
This paper presents the first results of our computational study of mixed (combined natural 
and forced) convection in MHD flows of liquid metals in vertical ducts. Ducts of square 
cross-section with electrically insulated walls are considered. Three of the walls are thermally 
insulated, while the fourth wall is subject to constant-rate heating. A uniform steady-state 
magnetic field is imposed in the direction perpendicular to the flow and to the direction of the 
temperature gradient established by the wall heating. The focus of the study is on situations 
with strong heating and magnetic field (large values of Grashof and Hartmann numbers). The 
cases of upward and downward flows are considered. The study is relevant to the liquid metal 
blankets of fusion reactors, more specifically, to the blankets with long poloidal channels, in 
which electrical and thermal insulation of the walls is applied [1]. The system is simplified by 
assuming a fully developed flow, perfect electrical and thermal insulation of the walls, and 
constant physical properties of the liquid, as well as by replacing the volumetric heating near 
the first wall by the wall heating. At the same time, no a-priori assumptions about the flow’s 
dimensionality and time-dependency are made. The computational model permits 
development of 3D and time-dependent structures. The study can be characterized as a 
theoretical analysis of basic features of convection in vertical ducts with strong transverse 
magnetic field. 

Despite their evident importance for the operation of liquid metal blankets, the effects 
of natural and mixed convection in the presence of strong magnetic fields are still poorly 
understood. The only earlier computational work directly addressing the configuration of this 
paper is [2], where quasi-2D modeling was employed to study convection instabilities in 
upward flows in long vertical ducts. Instabilities of two types (the Kelvin-Helmholtz type 
associated with inflection points in the streamwise velocity profile and the boundary layer 
type) were found, both leading to oscillations of velocity and temperature fields. These results 
are consistent with the measurements [3] that showed high-amplitude oscillations of 
temperature in mercury flows in vertical pipes. We note that the effect of convection-
generated oscillations is not limited to flows in vertical tubes. It is a general phenomenon 
likely to occur in tubes of almost all orientations. For example, the computational and 
experimental analysis of flows in horizontal pipes [4,5] and ducts [6] with bottom heating 
show that a sufficiently strong transverse horizontal magnetic field results in the convection 
instability in the form of growing rolls aligned with the field and transported by the main 
flow.  
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2. Theoretical and numerical model 
 
We consider a flow of an incompressible, Newtonian, electrically conducting fluid (a liquid 
metal) in a vertical duct of square cross-section. Heating of constant uniform rate q is applied 
to one of the walls. Constant magnetic field B oriented perpendicularly to the duct and to the 
direction of the heating-induced temperature gradient is imposed in the entire flow domain. 
The flow with the mean velocity U directed either upwards or downwards is driven by an 
applied pressure gradient . Using U as the velocity scale, the duct’s half-width d as the 

length scale, , where  is the thermal conductivity, as the temperature scale, and the  B-
derived scales for the electromagnetic fields, we can write the non-dimensional equations as 

,  (1) 

      (2) 
In the equations and the following discussion, the coordinates x,y,z are, respectively, in the 
streamwise direction, direction of the magnetic field, and direction orthogonal to the heated 

wall. The pressure field is the sum of (x) with spatially uniform gradient  adjusted at 
every time step to maintain constant mean velocity and fluctuation . The temperature 

field T is the sum of the mean-mixed temperature  and 
fluctuations . The buoyancy force is computed using the Boussinesq approximation as 

. Here, we assume that the buoyancy due to the mean-mixed temperature 
is fully balanced by a vertical pressure gradient and use the coefficient α to account for the 
two possible flow directions: α=1 in upward flow (x facing upwards) and α=-1 in downward 
flow (x facing downwards). The Lorentz force is , where the current 
density is determined by the Ohm’s law  and the electric potential is a 
solution of the Poisson equation . The non-dimensional parameters are the 

Reynolds number , Hartmann number , Peclet number 

, and Grashof number . The boundary conditions at the walls 

are: u=0, ,  at the thermally insulated walls, and at the 
heated wall. Inlet-exit periodicity of ϑ, p, u and  is assumed. 

We use a version of the finite difference model introduced in [7] and later adapted to 
flows with mixed convection in [4,6]. The method uses the second-order time discretization, 
in which viscous and conductive terms are treated implicitly and the incompressibility is 
satisfied by the standard projection algorithm (see, e.g. [8]). The spatial discretization is of the 
second order on a structured collocated grid with points clustered near the walls via the tanh 
coordinate transformation (see [6,7] and the discussion of various clustering schemes applied 
to the MHD convection in [9]). The discretization uses fluxes of velocity and electric current 
interpolated to half-integer points. In the non-viscous, non-conductive limit, it exactly 
conserves mass, momentum, electric charge, and internal energy, while kinetic energy is 
conserved with the dissipative error of the 3rd order.  

In the computations, we keep constant Re=5000 and Pr=0.0321, while Ha and Gr vary 
in broad ranges. The computational domain is a duct of 2x2 cross-section and sufficient 
streamwise length. The computational grids are tested in a thorough sensitivity analysis so 
that the smallest grids providing accurate solutions are determined (see [6,9] for details). Such 
grids typically have about 7 points within each Hartmann boundary layer and 10-12 points 
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within each Shercliff (sidewall) boundary layer. 
 
3. Results 

.1 Analytical Q2D solutions in comparison with computations. In high-Ha flows of 
 
3
certain geometries, one can apply the Q2D model [10], in which the flow fields are averaged 
wall-to-wall in the magnetic field direction and the electromagnetic effects are reduced to 
linear friction at the Hartmann walls. The model can be applied in our case, where the 
averaging is in the y-direction. We do that for the streamwise-uniform steady-state flows: 

 .     (3) 
Such solutions always exist in our system. As discussed below

e just assumed state of the flow, we derive: 

, they can be stable or unstable 
depending on the values of Ha and Gr. 
Applying the Q2D approximation and th

      (4) 
,  

where 

  (5) 

 are the y-averaged fields, and  and . The system can be reduced to a 
ry diffe

resented in Fig. 1, where the analytically found profiles 

boundary-value problem for a 4th-order ordina rential equation with constant 
coefficients and solved analytically (a similar solution for the case of internal heating is 
available in [2]).  
00The results are p  are compared 
with the computed solutions of the full problem. In order to obtain the streamwise-uniform 
numerical solutions, we apply x-
averaging at every time step and 
compute the evolution of the flow 
until convergence to a steady state is 
achieved. After that, the computed 
profiles ,  are averaged 
in y. We Fi hat in the case 
of the upward flow the agreement 
between the Q2D and full solutions is 
very good. This has been found in all 
our computations conducted at Ha=50, 
100, 200, 400, 800 and Gr=10

 see in g. 1a t

6, 107, 
108, 109. Quite different results are 
obtained for the downward flows. 
Here, the Q2D model allows us to 
accurately calculate  and  only at 
low Gr. At high Gr, a illustrated in 
Figs. 1c,d, the Q2D solutions are 
inaccurate or even unphysical. The 
upper boundary of the interval of 
acceptable accuracy increases with 
Ha, but even at Ha=400 and 800, high 
values of Gr render the Q2D model inac
 

s 

Figure 1: Comparison between analytical Q2D (dashed lines) 
and computed (solid lines) solutions for streamwise-uniform 

steady-state flows. (a) – upward flow, (b)-(d) – downward flow. 
Heated wall is at z =-1. 

curate.  
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00 
3.2 Elevator modes in downward flows. In the case of downward flow, solutions of type (3) 

ld not be computed at high values of Gr. Instead of converging to steady states, the cou
calculated fields demonstrated exponential growth as in: 

. (6) 
Substituting (6) into the governing equations, we obtain the eigenvalue problem, the 
mathematical solution of which is yet to be found. From the physical viewpoint, existence of 
(6) is not surprising. In the downward flow, the balance between wall heating and streamwise 
convective transport results in the mean-mixed temperature  increasing downwards, i.e. 
unstable stratification. In the absence of top and bottom boundaries, unstably stratified 
systems are known to have exponentially growing vertically uniform solutions called the 
‘elevator modes’ (see, e.g. [11]). Under normal circumstances, such solutions are not 
observed, since the growing upward and downward jets typically present in them quickly 
become unstable and succumb to turbulence. In MHD flows, however, a sufficiently strong 
magnetic field stabilizes the jets and make the elevator modes actually realized numerical 
solutions. This was demonstrated in the periodic box computations [12], where, to our 
knowledge, the elevator modes were first identified and described. 

It is hard to say how relevant the solutions (6) to the processes in channels of liquid 
metal blankets. The top and bottom boundaries of a channel would make the clear-cut elevator 
modes 

e-uniform 
olutions (3) could be obtained we conducted their stability analysis. This was done using a 

impossible. At the same time, we may hypothesize that in a long channel the unstable 
stratification cause strong upward and downward jets. The jets, possibly, grow to large 
amplitudes and break down to inflection point instabilities creating sporadic turbulence-like 
bursts of velocity and temperature fluctuations. This scenario and its role as an explanation of 
strong temperature fluctuations observed in [4] will be explored in our future work. 
 
3.3 Stability analysis and DNS. For the cases, where the steady-state streamwis
s
modification of the 3D DNS method, in which we followed the evolution of small-amplitude 
perturbations added to (3) and restricted to a given streamwise wavelength  using FFT 
filtering (see [4,6] for details of the method). We have found that, with exception of flows at 
Gr=106, the solutions (3) are unstable in wide ranges of  for both upward and downward 
flows. The instability modes are the typical Kelvin-Helmholtz rolls oriented along the 
magnetic field lines and associated with inflection points in the base flow profiles. Similar 
modes are found in the Q2D analysis of the upward flow [2]. 
The flow regimes arising from the instabilities were investigated in DNS. The computational 
domains sufficiently long to include all or nearly all the unstable modes were used. Typical 

Figure 2: 3D DNS of upward flow at Ha=200, Gr=10
7
. Instantaneous distributions of transverse velocity component 

uz and temperature θ in fully developed flow are shown for the mid-plane normal to the magnetic field. 

results are illustrated in Fig. 2. 
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Abstract: Experimental study of heat transfer liquid metal downflow in inclined heated tube 
(inclination 11º; 30º; 45º to the horizon) under the influence of a longitudinal magnetic field has 
been done. Mercury was used as a model liquid. The test section is a steel tube with inner 
diameter 19 mm and approximately 100 calibers length, last 40 calibers are heated. MF is 
homogenous at calibers. Modes of the parameters: Stuart number N = Ha²/Re = 0 ÷ 23, 
Richardson number Ri = Gr/Re² = 0 ÷ 0.8 in the case of uniform heating were investigated. The 
studies were conducted using a probe method with the use of microthermocouples. Fields of 
averaged longitudinal velocity, average temperature and temperature fluctuations have been 
measured; local and average Nusselt number on the tube perimeter than have been calculated. 
 
1. Introduction 
 
Liquid metals (LM) are considered as a coolant or working media in advanced fission and fusion 
devices. In the latter case, considering tokamak concept, the LM flow will be affected by strong 
magnetic field (MF), which can lead to a catastrophic increase of hydraulic resistance. However, 
reasonable arrangement of heat exchange channels can minimize the negative effects that are 
presenting themselves in the MF. Direction of the flow along the lines of magnetic induction is 
capable to remove a significant portion of the MHD interaction complexities. However, the 
impact of MF on a flow with presence of high heat fluxes, that give rise to buoyancy forces, is 
ambiguous and cannot be reduced only to the suppression of secondary flows and turbulence [1] 
In any tokamak reactor MF is a result of toroidal and poloidal components. So MF is directed at 
some angle to the horizon. In ITER TBM projects [2] this angle is about 11º. In more compact 
devices (such as fusion neutron sources (FSN) [3]) it can be up to 45º. Straight inclined tube 
configuration (Fig 1) is considered as a first approximation to design with LM flow directed 
along with MF.  

    
Figure 1: Flow configuration, coordinate system  

and the correlation thermocouple probe construction. 
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Experimental study of this configuration have been made using MPEI mercury loop [1]. 
Criteria ranges that have been investigated during research are shown in Table 1.  

 
Table 1. Criteria ranges 

Criterion Range 
Re=U d/ν 5·103÷55·103

Ha=B d(σ/μ)0.5 0÷480 
Grq=g β q d4/(λ ν2) 0÷1.2⋅108

C=σwLw/(σd) 0.04 
Nu=(qcd/λ)/(Tw-Тbulk) – 

 
Table 1 legend: Re - Reynolds number, ν - the kinematic viscosity coefficient, Ha - Hartmann 
number, σ - conductivity of the medium, μ - dynamic viscosity, Grq - Grashof number, g – 
gravity acceleration, C - relative conductivity of the wall, σw – wall conductivity, Lw - wall 
thickness. 
 
2. Experimental results 
 
Fields of temperature and dimensionless longitudinal velocity obtained in section z/d=37 for tube 
with 45 degrees inclination in one of investigated regimes are shown on fig. 2 and fig. 3. Section 
z/d=37 is chosen as a last point of homogeneous MF. Construction of correlation thermocouple 
probe (Fig.1) which is capable to measure temperature and time averaged longitudinal velocity 
produces area where measurements cannot be made. Fields are constructed from the experimental 
points by polynomial triangulation. 

In regimes without MF, one can see that temperature isolines are curved by secondary 
TGC vortices. Traditional for horizontal tubes these TGC vortices with axes along the tube are 
quite significant in inclined tubes too. In addition, we observe velocity suppression near the upper 
wall and amplification near the lower wall due to counter thermo gravitation. Both of these 
thermo gravitational effects lead to temperature inhomogeneity along the wall. 
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a) Temperature ˚ C    b) The dimensionless longitudinal velocity 

Figure 2: Fields in section z/d = 37, θ = 45 ˚, Re = 10•103, Grq = 0.8•108, Ha = 0. 
 

In regime with MF strong enough to fully suppress isothermal turbulence one can see area 
of stable reverse flow near the top of the tube (Fig.3 (b)).  
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Correlation method, in principle, is a direct method of measuring speed, so it can be 
applied for the straight and reverse flow, but in the transition region from straight to reverse flow 
method is not applicable. Also in case of reverse flow probe produces additional disturbance to 
measurements, which are difficult to compensate. Thus, we assume that the fact of the return 
flow presence is clear but the region and negative velocity values themselves are defined not 
precisely enough. 
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a) Temperature ˚ C    b) The dimensionless longitudinal velocity 
 

Figure 3: Fields in section z/d = 37, θ = 45 ˚, Re = 10•103, Grq = 0.8•108, Ha = 480. 
 

The emergence of the reverse flow in MF is not accompanied by any growth of 
temperature fluctuations amplitude (Fig. 4(a)). In some regimes where flow have been affected 
by MF but development of reverse flow have not happened, we observed growth of temperature 
fluctuation amplitude (Fig. 4(b)). 

 

       
а) Grq = 0.8·108, Re = 10·103   b) Grq = 1.2·108, Re = 20·103 

 
Figure 4: Temperature waveforms near the upper generatrix (R = 0.8, φ = 180˚), z/d = 37, θ =45˚. 

 
In case of reverse flow presence temperature fields are quite similar qualitatively (Fig 

2(a), Fig.3(a)), but overheating near the top generatrix (φ=180) is significantly increased 
quantitatively. This is shown in the form of distributions of local dimensionless temperature 
(�(φ) = 1/Nu(φ)) along the perimeter for different inclinations (Fig. 6). 
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a) Ha = 0      b) Ha = 480 

Figure 5: Θ distribution along tube perimeter z/d = 37, Re = 10·103, Gr = 0.8·108, for 
various inclinations. 

 
Without MF experimental points with different inclinations lie close enough to each other. 

Natural convection causes a significant temperature difference between upper (φ = 180˚) and 
lower (φ = 0˚, 360˚) generatrix. Imposition of the longitudinal magnetic field MF (Fig. 5(b)) at an 
inclination of 11 ˚ changes picture slightly [4]. A different result is observed at inclination angles 
of 30˚, 45 ˚ as there development of reverse flow is happening. In this case, local temperature 
increases throughout the cross section, especially near the upper generatrix where significant 
overheating occur. What is more, "bell-shaped" form of temperature distribution along the 
perimeter is saved. As we can see from fig.5, lowest temperature is at lower generatrix and 
highest at upper in regimes with reverse flow and without. As for the horizontal tube 
configuration, we found degraded heat transfer zone in case of uniform heating even without MF. 
This is important, because of the additional thermal stress risk for heat exchanger design [1]. 

The results of heat transfer studies at different inclination angles are generalized in the form 
of distributions of local dimensionless wall temperature Θ at upper and lower generatrix from 
various Peclet numbers (Pe = Re•Pr) (Fig. 6). This difference for such a configuration means total 
difference of temperatures at tube perimeter. In horizontal and inclined tubes (up to 45 ˚) without 
magnetic field, (Fig. 6(a)) we observe a similar pattern: difference between Θ in cross section 
decreases with Pe growth, and values of Θ tend to characteristics of purely turbulent heat transfer 
without influence of TGC (ΘT). 

 
a) Ha = 0    b) Ha = 480 

Figure 6: Local Θ at upper φ = 180° (а) and lower φ = 0° generatrix (b), Grq = 0.8·108. 
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When applying the MF (Ha = 480) (Fig. 6(b)) in inclined tubes difference in the values of Θ in a 
cross section increases as the angle grows despite the fact that configuration is changing to 
vertical one. It is known, that in vertical configuration with uniform heating we have uniform 
temperature distribution. Significant heterogeneity in the temperature distribution over the cross 
section is observed up to the maximum available number Pe. This happens due to counter TGC 
forces, which slow down flow near the upper generatrix and even provide development of stable 
reverse flow at low Pe numbers. 

 
 
3. Conclusion 
 
In summary for downflow in tubes with inclination up to θ=45º to the horizon characteristics of 
heat transfer are much closer to a horizontal tube than to a vertical one. As in horizontal tubes, 
heterogeneity of wall temperature along the section perimeter is significant. The temperature 
difference at the top and bottom of the tube exceeds the values obtained in the equivalent modes 
for horizontal tubes, especially in the presence of a longitudinal MF.  

The role of thermogravitational convection in the entire range of regime parameters is 
essential. Specificity of inclined tubes is inhibited region near the upper generatrix. It was 
observed that in the presence of a strong longitudinal MF reverse flow may develop from these 
inhibited regions. This phenomenon was first discovered and investigated experimentally by 
direct measurement of the longitudinal velocity component using thermocouple correlation 
technic. In the region near the upper generatrix a reverse flow was observed while lower part of 
the flow was accelerated by performing the contrary law of continuity. Reverse flow lead to 
extremely high heterogeneity in the distribution of the wall temperature over the tube section and 
extremely low Nusselt number: Nu<1 for local values on top of the tube. Transition to regimes 
with reverse flow were obtained smoothly, without crisis. Observed in regimes with longitudinal 
magnetic field reverse flow is quite stable, as increase of temperature gradient across the section 
were not accompanied with any growth of temperature fluctuations amplitude.  
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Abstract : We present the results of direct numerical simulation (DNS) of 
magnetohydrodynamic flow in circular horizontal pipe under strong transverse magnetic field  
with influence of natural convection. Under consideration flow modes which possible in 
liquid metal circuits of fusion reactor blanket cooling systems [1]. Sufficient amount of 
experimental data with MHD-flows of liquid mercury in long vertical and horizontal pipes 
under strong transverse and longitudinal magnetic fields [2-3] show that at high Hartmann 
numbers (Ha~300) appears strong temperature fluctuations. More of that thermal stresses that 
appears in pipe wall could be comparable with breaking point stresses of channel wall 
material. 
 
1. Introduction 
 
The main objective of this research is to find explanation and validation of the experimental 
data in case of the slow high-amplitude fluctuations of temperature that arise at strong 
magnetic fields. These data obtained at the Moscow Power Engineering Institute (MPEI) and 
the Joint Institute of High Temperatures (JIHT) of the Russian Academy of Science on the 
mercury facility. The configuration chosen for the analysis is that of a long horizontal pipe 
liquid metal flow with the lower half of the wall heated at a constant heat transfer rate q and a 
uniform magnetic field B imposed in the transverse horizontal direction (fig 1). 

 
Figure 1: Flow configuration 

 
The most interesting results of the experiment  have been recently announced [4] are shown 
on the figure 2. Without the magnetic field (fig. 2a) fluctuations are irregular and typical for 
the turbulent flow as confirmed by the spectrum. A sufficiently strong magnetic field 
(Ha=100)  should suppress the turbulence and lead to a flow without temperature fluctuations 
(fig. 2b). Stronger magnetic field (Ha=300), however, reappears fluctuations with 
significantly higher amplitude and low dominating frequency (fig. 2c). The fluctuations do 
not disappear up to highest value Ha = 500 reached in the experiments. The distributions of 
the temperature fluctuation intensity along the pipe are shown on the figure 3. After the flow 
enters the zone of uniform magnetic field, which starts at x/d=6, the intensity decreases, as 
result of turbulence suppression. The decrease continues until the end of the magnet at 
Ha=100. However at Ha=300 and 500 the decrease is replaced by growth at some distance. 
This growth is associated with fluctuations illustrated on the figure 2c. It is very important to 
analyze this phenomenon because similar fluctuations appeared in a liquid metal blanket of a 
fusion reactor can cause thermal stresses on the blanket wall. 
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Figure 2: Time signals of temperature fluctuations measured at the point with coordinates 

r/d=0.35, θ=3π/2 (bottom of the pipe), x/d=37 after beginning of the heating.  
Flow parameters: Re=ud/ν=104, Gr=gbqd4/ν2λ=8.5·107, Ha=Bd(σ/ρν)½. 

 
1 – Ha=0, 2 – Ha=100, 3 – Ha=300, 4 – Ha=500 

Figure 3: The temperature fluctuation intensity distributions (time averaged) measured along 
the pipe at the point with coordinates r/d=0.35, θ=3π/2 (bottom of the pipe).  

Re =104, Gr =8.5·107. 
 
For the start the linear stability analysis and direct numerical simulations are conducted to 
analyse this case [5]. It is found at the magnetic field strength far exceeding the laminarization 
threshold, the natural convection develops in the form of coherent quasi-two-dimensional 
rolls aligned with the magnetic field. Transport of the rolls by the mean flow causes high-
amplitude, low-frequency fluctuations of temperature. Given work is an extension of the 
research of this phenomenon. Direct numerical simulations are performed to determine flow 
patterns in the range of the non-dimensional flow parameters achievable in the experiments: 
Re=5000-11000, Gr=0-1.3·108, Ha=0-300, Pr=0.022. 
 
2. Presentation of the problem 
 
The numerical model is designed to be possibly close to the conditions of the experiment [5]. 
In particular, as illustrated in figure 4, the computational domain includes the entire 
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experimental test section. The segment with wall heating and the segment with nearly uniform 
magnetic field have the same lengths as in the experiment.  

 
Figure 4: The computational domain. Distribution of magnetic field obtained in experiment. 

 
The numerical model included the procedure used to generate the isothermal turbulent flow at 
the inlet. The computational grid has Nr=90 (clustered) and N�=96. In the axial direction, the 
grid has 1696 uniform distributed points, which corresponds to 32 points per unit length. 
The entire computed flow in its fully developed state for various Ha is illustrated in figure 5.  
(a) 

 
(b) Ha=50 

 
(c) Ha=100 

 
(d) Ha=200 

 

 
Figure 5: DNS results. (a) distributions of the transverse magnetic field B 

and wall heating q along the computational domain; (b-d) fully developed flow shown using 
snapshots vertical velocity uz in the horizontal cross-section through the pipe axis.  

Re = 9000, Gr = 6·107. 
 
The flow visibly changes about midway through the magnet zone. A pattern of upward and 
downward motions and associated variations of temperature appear and increases in 
amplitude as we move downstream. In the absence of turbulence, the natural 
thermogravitational convection becomes a dominant mechanism that determines the 
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temperature and velocity field. At Ha=50 or less the geometrically preferable form of the 
laminar convection is that of streamwise rolls with upward flow along the walls and 
downward flow in the middle (fig. 6a). However, at Ha = 200 and higher the convection 
structures developing in the flow change their type and become aligned with the magnetic 
field (fig. 6b). At Ha = 100, an intermediate mode of convection rolls with unstable states 
moving downstream is observed. 

(a) Ha=50 (b) Ha=200  
Figure 6: Structure of convection rolls at moderate (a) and strong (b) magnetic field. 

Isosurfaces of three-dimensional  vertical velocity uz in the pipe segment 35 < x/d < 38.  
Re =9000, Gr =6·107. 

 
The DNS results will now be compared with the experiment. The distributions of the 
temperature fluctuation intensity along the pipe at Ha=300 are shown on the figure 7. 

 
Figure 7: The temperature fluctuation intensity distributions (time averaged) computed along 

the pipe at the point with coordinates r/d=0.35, θ=3π/2 (bottom of the pipe). Ha=300 
 
As in the experiment intensity decreases after the entering uniform magnetic field. At some 
distance we observe a growth due to re-oriented rolls aligned with the magnetic field. 
However, if we reduce the heating that is the Grashof number, it lead to return the mode of 
streamwise rolls with low level of temperature fluctuations. 
Figure 8 show the distribution of time-averaged dimensionless wall temperature along the 
pipe perimeter in middle section.  

 
Figure 8: Comparison between DNS and experiment. Lines correspond to the time-averaged 

dimensionless wall temperature distribution in the pipe section x/d=30 after beginning for 
various Ha in DNS, while symbols show the data measured in the experiment. 
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We see that the DNS results have a good agreements with the experimental data. Moreover, 
figure 8 show overly inhomogeneous distribution of the wall temperature in case of strong 
magnetic field (Ha = 200 and higher) unlike at Ha = 50. This is confirmed if we consider the 
temperature perturbations at the topmost and bottommost wall points (figure 9). Such 
inhomogeneity can lead to the dangerous thermal stresses on the wall. 

 
Figure 9: Comparison between the DNS and the experiment. Lines correspond to the 

instantaneous temperature distribution, while symbols show the time-averaged data measured 
in the experiment. (a) Temperature perturbations at the topmost (∇ = π/2) and bottommost (∇ 

= 3π/2) wall points. Re = 9000, Gr = 6·107. 
 

3. Conclusion 
 
We have conducted the DNS analysis of the flow in a horizontal pipe with the lower half of 
the wall heated and an imposed transverse magnetic field. The main results are the detection 
and detailed study of the convection structures having the form of rolls aligned with the field. 
Existence of such structures was suspected on the basis of the experimental results, but could 
not be proven because of the limitations of flow visualization in liquid metals. Our 
computations leave no reasonable doubt that such convection structures appear at high 
Hartmann numbers and are responsible for the anomalous temperature fluctuations detected in 
the experiments. 
Financial support of this research was provided by the Ministry of Education and Science of 
the Russian Federation, Russian Fund for Basic Research. 
 
4. References 
 
[1] Smoletsev, S.; Moreau, R. & Abdou, M.: Characterization of key magnetohydrodynamic phenomena for PbLi 
flows for the US DCLL blanket. Fusion Eng. Design, 83 771-783 (2008). 
[2] Sviridov, V. G.; Razuvanov, N. G.; Ivochkin, Yu. P.; Listratov, Ya. I.; Sviridov, E. V.; Genin, L.G.; V.G.; 
Belyaev, I. A.: Liquid Metal Heat Transfer Investigations Applied to Tokamak Reactor. Proc. the International 
Heat Transfer Conference IHTC14, USA, pp.1-8 (2010). 
[3] Sviridov, V. G.; Razuvanov, N. G.;  Ivochkin, Yu. P.; Listratov, Ya. I.; Sviridov, E. V.: The experimental 
liquid metal heat transfer investigations applied to fusion reactors. Fundamental and Applied MHD, Proc. 7th 
PAMIR Conf., Giens, France, pp. 885-890 (2008). 
[4] Genin, L. G., Zhilin, V. G., Ivochkin, Y. P., Razuvanov, N. G., Belyaev, I. A., Listratov, Y. I., Sviridov, V. 
G. Temperature fluctuations in a heated horizontal tube affected by transverse magnetic field. Fundamental and 
Applied MHD, Proc.the 8th International Pamir Conference, Borgo, Corsica, pp. 37–41 (2011). 
[5] O. Zikanov, Ya.I.Listratov, and V.G.Sviridov. Natural convection in horizontal pipe flow with strong 
transverse magnetic field. J. Fluid Mech., vol. 720, pp. 486–516 (2013). 

26

http://mhd.sal.lv/authors/Razuvanov_N_G.html
http://mhd.sal.lv/authors/Ivochkin_Yu_P.html
http://www.begellhouse.com/authors/6b54ff3974235336.html
http://mhd.sal.lv/authors/Razuvanov_N_G.html
http://mhd.sal.lv/authors/Ivochkin_Yu_P.html


THE IMPACT OF EM FIELD ON COMBUSTION 
 
 

VALDMANIS J., BARMINA I., ZAKE M., VALDMANIS R., CIPIJS A. 
Institute of Physics, University of Latvia, 32 Miera str., Salaspils, LV-2169, 
Latvia 
E-mail: jvaldman@sal.lv

 
Abstract: The results of an experimental study of the biomass pellets combustion processes 
using a 20 kW model are presented. In the experimental model, the maximum stationarity of 
the combustion process is achieved by varying the parameters (geometry, primary and 
secondary airflow). The effects of electric current at 50 Hz and 13.56 MHz frequencies were 
studied. Theoretical problems and further investigations aspects are discussed. 

 
1. Introduction 
 
There are many experimental investigations of electromagnetic (EM) field influence on the 
combustion processes in gases. It is found that it is possible to control the gas combustion 
flame form applying an EM field at the flame starting region [1]. The optimal value of electric 
field voltage is 80-100 kV. The effect is positive when the central electrode is positive, which 
drives away the negative charges from the flame. Actually, the flame is electrically polarized 
and the EM forces can control the flame form [1]. However, the high voltage is connected 
with technical and safety problems. In the present study, we tried to find methods to reduce 
EM voltage but maintain the positive electromagnetic field influence on the combustion 
process. 

 
2. Presentation of the problem 

 
There is an essential difference between the combustion processes in gas and in the case of 
pellets. In gases, there is good mixing of the burning mass at the flame starting point and the 
combustion process is stable in time that makes easier the investigation of EM field effects. In 
the pellet case, it is hard to achieve a stable combustion in time because there is a non 
stationarity of feeding, ash problem, and others. In order to have a stable combustion process, 
a 20 kW experimental setup (Fig.1) was produced. A result was achieved by using uniform 
pellet feeding and optimizing the primary and secondary air supply. Fig 2 illustrates the 
temperature, O2, CO2, CO and H2 mass fraction variations in time. The measurements were 
made by Testo-350 at the top part of the burner (Fig.1) and the combustion process was 
stable. In order to choose an optimal EM method, the electrical resistance in the flame and in 
the pellet zone was measured. The resistance in the flame zone was hundreds of MΩ, but in 
the pellets’ carbonized zone it decreased to hundreds Ω. So, if compared with the gas 
combustion, where there is only the flame zone with large resistance, high voltage is 
necessary to have EM effect. In our case, there is possibility to realize an EM interaction 
through the low resistance zone (carbonized pellets). Another argument is the specific 
electron transition effects in structured carbon like graphene that has been intensively 
investigated lately [2]. Electrons in such structures become massless and their motion, which 
in fact is a current, is ultrafast. As in the carbonized pellet zone there also are carbon 
structures, some analogy could be found there. 
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setup:  
1 - gasifier with pellets 
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Figure 2: Time-dependent variations of temperature, mass fractions of CO and O2 CO2. 
 

So, in experiments, the current was generated just in the pellets’ carbonized zone. There 50 
Hz, DC and also 13.56 MHz EM fields were used. In the 50 Hz case, the maximum voltage 
was 220 V, the maximum current 20-25 A. In the 13.56 MHz case, the EM processes were 
limited by the generator power (600 W). The common characteristics in the all cases are the 
electrical current distribution non-stationarity and the existence of discrete bright spot 
formations. There is some analogy with known plasmons or spasers (surface plasmon 
application by stimulated emission radiations) [3]. In the 50 Hz case, when the current mean 
value increases, instead of stationary character, near the central electrode the spots start to 
explode, and the discharging process extends from the pellets to the flame zone. The flame 
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becomes much brighter and corona discharging appears. Qualitatively, the EM process can be 
characterized by a theoretical model [4]. The central electrode has a definite voltage and the 
earth potential is near the cylinder surface (Fig.1). 

 
   σ  

 
      ω  

Figure 3: The electrical conductivity as a function of ω . 
 

The electric field in the combustion zone is 
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where ϕ  is the potential difference, r is the distance from the central electrode, ra and ri are 
the radii of the cylinder and electrode, respectively. The electrical field (1) in the pellets’ 
carbonized zone induces an electric current  
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where σ  is the conductivity , e is an electron charge, ne denotes the charged particles density, 
m is the mass, υ  is the collisions frequency, ω  is the Langmuir frequency. When ω  is small, 
σ  ~ ω 2, and σ  = const when ω  is large (Fig.3). 

The processes in the combustion zone can be described by the system of equations: 
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where W1 is the energy of ionization, n1 is the neutral particles’ density, ne is the electron 
density, β  is the coefficient of ionization, α is the recombination coefficient , Qel, QR are 
energy losses due to elastic collisions and radiations, Te, T are the temperatures of electrons 
and other particles. In our experiments, with the smallest current, the electric resistance values 
were of 1-2 kΩ. When the current increases to 15-20 A, the resistance decreases to tenths of 
Ω. 
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Figure 4: S- type electron density as a function of the temperature Te. 
 

The current distribution in the pellets zone is non-homogeneous, as shows the picture with 
bright hot spots. The quasi-stationarity of the hot spots’ character changes when the current 
increases (15-20 A) and there are observed some spots exploding near the central electrode. In 
fact, the electric current process from the carbonized pellets’ zone extends to the flame, and 
there is a transition from the small branch of ne concentrations to the higher one (Fig.4). 

The characteristic distributions of hot spots in the burner are illustrated in Fig. 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   a       b 
Figure 5: Distribution of hot spots in the burner (a: 50 Hz, 5 A; b: 50 Hz with rectifier, 8 A). 

 
Visual observation shows that the characteristic life-time of the hot spots is some seconds and 
dimensions (1-10) mm. In order to estimate the current distribution, stability experiments with 
an external magnetic field (Bz) were performed. In that case, we had a force field ~ jϕf rBBz. 
The experimental results show that the number of hot spots decreases as well as the total 
current mean value. It means that the resistance of the pellet zone increases. It looks as if the 
current paths are disturbed by the force field. Some experiments were performed under a 
radial magnetic field when j || B. In that case, both the stability of the current distribution 
picture and the total current value increase. 

  
3. Discussion and conclusions. 
In the case under discussion, there are some analogies with the known effects in good 
conducting graphene when it attracts H or O to the free bonds and becomes graphane with 
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high resistance [5-7]. In our case, the situation is opposite. At the starting point, the pellets’ 
bounds are saturated and there is large resistance. When the volatiles (these are H and O) go 
out (carbonizing process), the resistance decreases. 

The question about the physical mechanisms of hot spots and their influence on the 
combustion process arises. This also can be regarded as an opposite situation of the known 
effect when a concentrated laser beam enhances the thermo-current processes in graphene. In 
our case, the external current generates bright hot spots. 

One of the results is that in the 20 kW model the stable combustion regime was 
achieved. 

The electric current through the pellet zone stimulates a gradual evolution of the 
volatiles. The electric resistance changes in the pellet zone correlate with the rate of volatiles 
pick on. 

The specific pattern of currents’ distribution and their influence on the combustion 
processes need further investigations. 
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Rayleigh-Benard convection has been investigated inside a liquid metal layer under the influence 
of a DC magnetic field. Similar configurations can be found in geophysical or steel production. 
Our group reported recently that spontaneous flow reversals of quasi two-dimensional rolls 
randomly occur in Rayleigh-Benard convection of liquid metal exposed to a horizontal magnetic 
field (Yanagisawa, et al., PRE, 2011). In fluid layers with relatively large aspect ratios the flow 
pattern consisting of several convection rolls appears to be almost isotropic. However, the rolls 
are aligned with the magnetic field direction if the Lorentz force becomes either comparable to 
the buoyancy or larger. In our experiment, where the fluid layer has a dimension of 200x200x40 
mm (corresponding to an aspect ratio of 5), the convection pattern can show 3, 4 or 5 rolls 
regimes depending on the Rayleigh number Ra and the Chandrasekhar number Q. Flow reversals 
occur spontaneously between these steady states in the Ra-Q parameter space. 

A new regime has been found in experiments conducted at high Chandrasekhar numbers in a 
magnetic system at HZDR. In this regime the flow reversals occur regularly as shown in Fig. 1 
which displays a spatio-temporal velocity map measured by ultrasonic velocity profiling in the 
GaInSn fluid layer. The coloration in the map indicates the sign and intensity of the horizontal 
velocity whereas the vertical axis stands for the distance from the side wall along a measuring 
line perpendicular to the magnetic field (ch2). Thus, the stripes represent the existence of 5 quasi 
two-dimensional rolls in the fluid layer at Ra ~ 4.9 * 104 and Q ~ 3.8 * 103, respectively. 15 
reversals can be observed during the measurement time of more than 14000 sec (~ 4 hours). The 
non-dimensional characteristic time of the reversal normalized by circulation time of the roll is 
around 100, being similar to the characteristic time of the ‘random’ flow reversals reported by 
Yanagisawa, et al. (2011). Detailed observations reveal that unlike the case of spontaneous flow 
reversals a deformation of each cell start just after completion of the last reversal occurs. The 
ends of the cells show lateral movements against each other. These perturbations grow 
exponentially with time resulting in a reversal of the flow direction. 

 

 

Figure 1: (a) Experimental configuration, (b) Spatio-temporal velocity map showing an example for 
periodic reversals of the direction of convection rolls 
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Abstract: The DC electric field effect on the development of combustion dynamics 
downstream the swirling flame flow is studied experimentally with the aim to provide the 
complex electric field control of the swirling flame dynamics, flame structure, temperature, 
composition, processes of heat/mass transfer and heat energy production at thermo-chemical 
conversion of biomass pellets. The mechanism of field effect on the combustion 
characteristics is discussed with account of field-induced ion drift motion in the field direction 
providing electric control of the flame structure, composition and main combustion 
characteristics at thermo-chemical conversion of biomass pellets. 
 
1. Introduction 
 
The DC and AC electric field effects on different types of fuel combustion in the engines, 
turbines, boilers and furnaces have been investigated to provide combustion control to 
improve combustion conditions and flame stability [1-9]. Various experimental and numerical 
studies confirm that the electric field-induced “ionic wind” phenomenon [1, 6, 8] strongly 
affects the flame shape, dynamics, the formation of polluting NOx emission, soot formation 
and processes of interrelated heat/mass transfer. In typical furnaces and boilers, this means 
electrodynamic control of heat/mass transfer at a relatively low applied power that is less than 
0.1% of the thermal power produced by fuel combustion [7]. Since the electric field provides 
the enhanced heat/mass transfer in the field direction, one may use electric field control 
technology to enhance the heat transfer to the boiler tubes or protect the critical engine parts 
from heat fluxes. In addition to field-enhanced control of the processes of heat/mass transfer, 
the field-enhanced variation of flow dynamics allows to control the residence time of 
reactions by promoting or by limiting the reactions that lead to the NOx and CO formation. 
Motivated by the field-induced variations of flame dynamics and processes of heat/mass 
transfer, the main objective of the present work is to provide a complex experimental study of 
the field-induced processes of the thermal decomposition of biomass pellets and thermo-
chemical conversion of produced volatiles (CO, H2). The previous study of the electric field 
effect on the combustion of volatiles has been carried out with high swirl intensity (S > 0.6) 
determining the formation of a toroidal recirculation zone close to the flame base [4, 5], with 
field-induced variations of heat/mass transfer and flame structure. The present study is 
focused on the electric control of the formation of lean partially premixed swirling flame of 
the volatiles at low swirl intensity (S < 0.6) by operating below the vortex breakdown 
threshold [10]. The DC electric field effect on the thermal decomposition of biomass and 
formation of main combustion characteristics is analyzed by varying the applied voltage and 
polarity of the axially inserted electrode. 
 
2. Experimental 
 
The electric field effect on the combustion dynamics at thermo-chemical conversion of 
biomass pellets was studied experimentally using a compact pilot setup that includes a 
biomass gasifier charged with biomass pellets and a sectioned water-cooled combustor, 
downstream of which the dominant burnout of the volatiles develops [11, 12]. The propane 
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flame is used as an external heat energy source for additional heat energy supply (1.2 kJ/s) 
into the upper part of biomass with the aim to initiate thermal decomposition of pelletized 
biomass. To provide the air excess ratio α ≈ 0.4-0.6, the primary air is supplied at an average 
rate of 28-30 l/min under the biomass layer to support the process of biomass gasification and 
initiate the formation of axial flow of the volatile compounds (CO, H2). The volatiles’ 
combustion is supported by the secondary swirling air supply at an average rate of 34-35 
l/min through the tangential inlets at the combustor bottom. The secondary air supply 
provides the lean combustion conditions in the flame reaction zone, with the air excess ratio α 
≈ 1.5-1.8. The electric field effect on the combustion dynamics was studied using an electrode 
of 150 mm total length axially arranged through the biomass layer, with the electrode top 
close to the flame base promoting complex field-enhanced variations of the biomass thermal 
decomposition, flame dynamics and swirl flow structure. The bias voltage and polarity of the 
electrode relative to the grounded water-cooled walls of the device can be varied in the -2.7 - 
+2.7 kV range, while the ion current in this study is limited to 1-1.5 mA to minimize the 
effects of Joule dissipation and corona discharge on the processes of biomass thermo-
chemical conversion. 

The diagnostic tools used in this study are Pt/Pt-Rh thermocouples for local time-
dependent measurements of the flame temperature, a portable air flowmeter Testo 453 with a 
Pitot tube for measuring the formation of flame velocity profiles, Testo 350-XL for local 
measurements of the combustion efficiency, flame temperature (T) and flame composition, 
i.e. mass fraction of the main volatiles CO, H2, NOx, fragments of unburned hydrocarbons and 
volume fraction of the main product CO2. To estimate the total amount of heat energy 
produced at thermo-chemical conversion of biomass pellets,  calorimetric measurements of 
the cooling water flow were made providing measurements of time-dependent variations of 
the flame temperature and of the cooling water flow temperature that were recorded using a 
computer data acquisition system PC-20TR. All measurements of the DC electric field effects 
on the gasification and combustion characteristics were made at constant average axial and 
tangential airflow rates, determining the swirl number of the undisturbed inlet flow S < 0.6. 
 
3. Results and discussion 
 
With the given field configuration, the primary DC field effect on thermo-chemical 
conversion of biomass pellets can be related to the field-enhanced thermal decomposition of 
biomass pellets. The DC field-enhanced thermal decomposition results in an increase of the 
biomass mass loss rate (dm/dt), which can be approximated by a linear dependence on the 
applied bias voltage at high R-squared values (R2 ≈ 0.96). By increasing  the bias voltage up 
to ±2.7 kV, the average mass loss rate of biomass pellets can be increased by 12-16% 
determining the field-enhanced formation of axial flow of the volatiles injected into the 
combustor at the average axial flow rate 1.2 m/s close to the flame base, with the low swirl 
number (S ≈ 0.3). For the fuel-lean conditions with the high level of air excess (150-170%) in 
the undisturbed flame reaction zone (U = 0), the field-enhanced formation of the volatiles 
resulted in a decrease of the air excess by ~25%, improving the volatiles’ combustion 
conditions. As a consequence of the field-enhanced thermal decomposition of biomass, a 
faster ignition of the volatiles with a faster rise of the flame temperature, volume fraction of 
CO2 and produced heat power up to their peak values was observed (fig.1). Moreover, the 
measurements of the total amount of the produced heat energy revealed a linear correlation 
between the field-enhanced variations of the biomass weight loss and the produced heat 
energy at thermo-chemical conversion of the volatiles. 
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Figure 1: DC electric field effect on the kinetics of  CO2 formation (a) and heat power 
production (b) at thermo-chemical conversion of biomass pellets. 

 
In addition to the DC field-enhanced thermal decomposition of biomass pellets, the field-
enhanced variations of the flame structure were observed. Increasing the negative bias voltage 
of the axially inserted electrode promoted the radial expansion of the flame reaction zone with 
the correlating increase of the axial flow velocity average values (u) from 0.7 m/s to 0.84 m/s, 
while the tangential flow velocity average values (w) decreased from 0.62 to 0.35 m/s, so 
decreasing the swirl intensity. The field-enhanced radial expansion of the flame reaction zone 
resulted in the correlating increase of the flame temperature and volume fraction of CO2 along 
the outside part of the flame reaction zone at r/R > 0.5 (fig. 2a, c, e). The field-enhanced 
radial expansion of the flame reaction zone towards the positively biased channel walls allows 
to suggest that the field-enhanced thermal decomposition of biomass pellets would promote 
the formation of negatively charged fragments of unburned hydrocarbons (CHO2

-, CHO3
-) as 

well as of negative ions of O2
-, OH-, and O-), with the field-enhanced heat/mass transfer (ionic 

wind) towards the channel walls. The reverse DC field effect on the heat/mass transfer and 
flow dynamics was observed for positive bias voltage of the axially inserted electrode. In this 
case, the dominant feature of the field effect on the flame formation was a field-enhanced 
decrease of the axial flow velocity average value from 0.96 m/s to 0.81 m/s, with the 
correlating increase of the tangential flow velocity average value from 0.3 m/s to 0.43 m/s, so 
enhancing the swirl intensity and field-enhanced mixing of the flame compounds. With the 
low swirl number, the field-enhanced mixing of the flame compounds predominately occurred 
along the outside part of the flame reaction zone (at r/R ≈ 0.6) and supported the enhanced 
thermo-chemical conversion of the volatiles, determining local decrease of free oxygen below 
6%, increase of the flame temperature, the volume fraction of CO2 up to their peak values and 
the field-enhanced formation of the annular reaction zone at r/R≈ 0.4-0.7 (fig. 2b, d, f). In 
fact, the field-enhanced temperature local increase correlates with the local increase of the 
rate of temperature-sensitive NOx formation, so increasing the average mass fraction of NOx 
emission in the products by ~7-8%. 
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Figure 2: DC electric field effect on the formation of flame velocity (a, b), temperature (c, d) 
and composition (e, f) profiles at constant bias voltage (U = ±2.7 kV) and variations of DC 

field polarity. 
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Conclusion 
 
Based on the results obtained, the following conclusions on the DC electric field effect on the 
thermo-chemical conversion of biomass pellets at the low swirl number of the swirling flame 
flow (S < 0.6) can be drawn. 

The DC field effect on the thermo-chemical conversion of biomass pellets develops as 
a multistage process, determining the primary effect of biomass field-enhanced thermal 
decomposition with field-enhanced formation and thermo-chemical conversion of volatiles, 
promoting a faster ignition with a more complete combustion of the volatiles and a higher 
amount of the produced heat energy in the flame reaction zone. 

The process of thermo-chemical conversion of the volatiles is influenced by the field-
induced variations of the flame dynamics, with field-enhanced variations of the processes of 
heat heat/mass transfer determining the formation of flame velocity and composition profiles, 
flame shape and structure. The field-enhanced radial mass transfer to the channel walls, with 
radial expansion of the flame reaction zone and homogenization of the flow structure, 
dominates at negative bias voltage of the axially inserted electrode, whereas positive bias 
voltage with field-enhanced mass transfer of the flame species towards the flame axis reduces 
the width of the reaction zone the field-enhanced mixing of the flame compounds and local 
variations of the flame composition along the outside part of the reaction zone with field-
enhanced formation of the annular reaction zone. 
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Abstract: The effects of a uniform rotation in the vertical direction and a uniform
oblique magnetic field on thermal convection between rigid plates are simulated numeri-
cally. Solenoidal-Galerkin method is based on solenoidal basis functions that satisfy the
boundary conditons and divergence-free conditons for both the velocity and the inclined
magnetic field, exactly. The bases for thermal field are also constructed to satisfy the
boundary conditions. The governing partial differential equations are reduced to a system
of ordinary differential equations under Galerkin projection and subsequently integrated
in time, numerically.

1 Introduction

In many astrophysical and geophysical phenomena, hydromagnetic convection in a rotat-
ing fluid layer plays an important role. In particular, the effects of rotation and magnetic
field along a vertical axis on thermal convection in a horizontal fluid layer is one of the
most studied problem in the convective flows due to its ease in studying the onset of
instability and geometric simplicity.

The onset of thermal instability in the Bénard layers under the effects of uniform magnetic
field and rotation was first studied by Chandrasekhar [1]. It was shown that the magnetic
field and rotation together delayed the onset of convection. Nakagawa performed some
experimental studies on the action of magnetic field and rotation to understand the insta-
bility in a layer when the numerical and theoretical approaches are limited [3]. Although
both rotation and magnetic field have inhibition effects on onset of convection, it is also
found that acting together both rotation and magnetic field oppose each other such that
critical Rayleigh number for the onset of convection for rotation or magnetic field acting
separately is larger than that when both present,[2, 4, 5].

In this work, solenoidal bases are used to expand the velocity field in a Galerkin projection
onto dual solenoidal bases so that the pressure which comes without boundary condition
is eliminated. Solenoidal bases for the magnetic field are generated from the solenoidal
bases for velocity by utilizing a quasi-steady relationship between the velocity and the
induced magnetic field. All these processes reduce the burden on the numerical tech-
nique and increases the accuracy with which the divergence-free conditions are satisfied.
The technique is validated in the linear case for rotating hydromagnetic convection by
reproducing the marginal stability curves for varying Chandrasekhar and Coriolis num-
bers. Some numerical simulations are performed in the nonlinear regime and satisfactorily
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compared with the literature.

2 Governing Equations

Thermal convective motion of a perfectly conducting fluid under Boussinesq approxima-
tions is considered in a periodic horizontal layer of thickness d between conducting plates
that are heated from below and cooled from above under the influence of rotation about
the vertical axis and a uniform magnetic field B0, which is applied externally in the yz
plane with angle χ from y axis (Figure 1).

RotMagdomain2
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Figure 1: The geometry of the periodic convective domain

The nondimensionalization is performed in accordance with [2] except for the length scale
which is based on the half depth dh = 1

2
d for computational convenience. Therefore, the

dimensionless form of the governing equations are:

∇ · u = 0, (1)

∂u

∂t
= − (u · ∇)u−∇Π + PrRahΘez + Pr∇2u +QhPr (eB.∇)b− 2PrΩhez × u, (2)

∂Θ

∂t
+ (u · ∇) Θ =

u · ez
2

+∇2Θ, (3)

∇2b = − (eB.∇)u, (4)

∇ · b = 0, (5)

with

eB = Cosχey + Sinχez (6)

where Π denotes the pressure, u = (u, v, w) the velocity vector, b = (bx, by, bz) the induced
magnetic field and Θ is the deviation from the linear conductive temperature profile. Here,
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ey and ez are unit vectors in horizontal y−direction and vertical z−direction, respectively.
The resulting dimensionless numbers are:

Ra =
gα4 Td3

κν
, Q =

B2
0d

2

ρµνλ
, Ω =

Ωzd
2

ν
, Pr =

ν

κ
, (7)

Rayleigh (Ra = 8Rah), Chandrasekhar (Q = 4Qh), the Coriolis parameter (Ω = 4Ωh)
and Prandtl (Pr), respectively. The appearance of Rah, Qh and Ωh in equation (2) is due
to the use of half-depth as the length scale. Here, g denotes acceleration of gravity, α the
thermal expansion coefficient, κ the thermal diffusivity, ν the kinematic viscosity, ρ the
density, µ the magnetic permeability, λ the magnetic diffusivity and Ωz the rotation rate
about the vertical axis. Magnetic field in the dimensionless form becomes

B = Cosχey + Sinχez +
κ

λ
b (8)

which indicates that the induced magnetic field b is weak compared to the externally
imposed uniform magnetic field B0 under the limit κ � λ. Thus b can be viewed as a
slaved variable prescribed by the velocity field as stated by the quasi-steady relationship
(4). Liquid metals or melts are characterized by this limit.
We assume that the flow takes place in a doubly periodic three-dimensional rectangular
region Ω in Fig. 1 with aspect ratio sx × sy × 2 or Γ

[
1
2
sx : 1

2
sy
]

such that

0 ≤ x ≤ sx, 0 ≤ y ≤ sy, − 1 ≤ z ≤ 1, (9)

where sx = Lx/dh and sy = Ly/dh are the dimensionless periods in the horizontal x
and y directions, respectively. While periodic boundary conditions are used for all the
dependent variables in the horizontal directions, the boundary conditions at the perfectly
conducting plates in the vertical that are maintained at constant temperatures take the
form

u = 0 and
∂bx
∂z

=
∂by
∂z

= bz = Θ = 0 at z = ±1. (10)

3 Solenoidal Basis

Solenoidal (divergence-free) basis functions Vp(x)

∇ ·Vp = 0, Vp(x) |z=±1 = 0. (11)

and for the subsequent Galerkin projection procedure, dual bases V
(j)

p (x)

∇ ·V(j)

p = 0, V
(j)

p · ez |z=±1 = 0. (12)

are constructed so that both divergence-free criteria are exactly satisfied and the pressure
variable is completely eliminated in the projection. Thus, the number of equations and
the number of flow variables are reduced.

The quasi-steady relationship (4 ) between the velocity and the magnetic field variables
is used to generate the corresponding magnetic solenoidal basis functions, [7]. This is
a crucial step in this approach. In order to facilitate the numerical evaluation of the
Galerkin projection integrals, the solenoidal basis functions are based on the Legendre
polynomials in the vertical z-direction which are so constructed to satisfy the boundary
conditions.
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4 Numerical Procedure:

The flow is assumed periodic in the horizontal directions that allows the use of Fourier
series expansions of the dependent flow variables, u

Θ
b

 (x, y, z, t) =
∑
m,n

 û

Θ̂

b̂

 (m,n, z, t)e(iξmx+iηny) (13)

where ξm = 2πm
sx

and ηn = 2πn
sy

are the wave numbers with the ranges 1− 1
2
Nx ≤ m ≤ 1

2
Nx

and 1 − 1
2
Ny ≤ n ≤ 1

2
Ny for the indices m and n. The vertical profiles for velocity and

the magnetic fields are further expanded in terms of the solenoidal bases

û(m,n, z, t) =
M∑
p=0

a(1)p (t)V(1)
p (z) + a(2)p (t)V(2)

p (z), (14)

b̂(m,n, z, t) =
M∑
p=0

a(1)p (t)B(1)
p (z) + a(2)p (t)B(2)

p (z). (15)

The velocity and magnetic fields share the same time evolution as dictated by the quasi-
steady link stated in (4). The expansion for the thermal field is

Θ̂(m,n, z, t) =
M∑
p=0

bp(t)Tp(z), (16)

where Tp(z) = (1 − z2)Lp(z) with its dual T p(z) = Lp(z). The evolution of the time

dependent expansion coefficients a
(j)
p (t) and bp(t) is determined by numerically integrat-

ing the projected equations in time. For the numerical evaluation of the inner product
integrals arising in the projection procedure, Gauss-Legendre-Lobatto (GLL) quadrature
is used.

5 Linear Stability

Numerical experiments are performed first to determine the linear stability of the con-
ductive (no-motion) state leading to the critical values when the convective motion just
sets in for testing the solenoidal bases and the projection procedure. For this purpose,
The linearized governing equations

∂u

∂t
= −∇Π + PrRahΘez + Pr∇2u +QhPr(ez · ∇)b− 2PrΩhez × u, (17)

∂Θ

∂t
=

1

2
ez · u +∇2Θ (18)

are projected onto the dual space after the substitution of the expansions in terms of
the solenoidal bases. Then, they are transformed into the system of ordinary differential
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equations

[M ](3×3)

ȧ(1)pȧ(2)p
ḃp

 = [S](3×3)

a(1)pa(2)p
bp

 (19)

where [M ], [S] are mass and stiffness matrices, respectviely [7]. The assumption of a
time dependence in the form

[a(1); a(2); b] ∝ exp(ςt) (20)

reduces the system to a generalized eigenvalue problem for the eigenvalues ς.

Table 1: The critical Rayleigh number Rac at Q = 1210 for various Taylor Number (Ta = 4Ω2) values.

Aurnou and Olson [5] Present Work
Taylor number Rac(Nu) Rac(Nu)

0 27100 27101.6
11000 28300 28311.2
95000 29800 29810.5
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k
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Figure 2: Marginal stability curves for different magnetic field Q and Coriolis Force Ω values.

The critical Rayleigh number Rac at Q = 1210 for various Taylor Number (Ta = 4Ω2)
values, are listed in Table 1 for the rightmost eigenvalue just crossing the imaginary axis.
These are obtained at the selection of n = 1 andm = 0 in (13). They are in agreement with
the experimental study of Aurnou and Olson [5]. The corresponding marginal stability
curves for two different cases are plotted in Figure 2. Since, only the vertical component
of the magnetic field has an effect on the stability in this regime, Coriolis force dominates
over the Lorentz force on the left in Figure 2, which means that the results are similar to
the absence of the magnetic field. The figure on the right arises when the Lorentz force
dominates over the Coriolis forces in which case the results are similar to the absence of
rotation, [2, 4].
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6 Nonlinear Analysis

Nonlinear governing equations are discretized in time using a semi-implicit scheme in
which the non-linear advection, magnetic and rotation terms are treated explicitly us-
ing the third-order Adams Bashforth (AB3) method, and diffusion terms are discretized
implicitly by third order Adams-Moulton (AM3).

4000 6000 8000 10000 12000 14000 16000
1

1.5

2

2.5

Rayleigh Number

Nu

 

 

Q=0−−Ω=50

Q=58−−χ=60−−Ω=0
Q=58−−χ=60−−Ω=50

Figure 3: Nusselt versus Rayleigh number at Pr = 0.1, Γ [3.1 : 3.0], Q = 58 with an angle χ = 60 and
Ω = 50.

The numerical experiments are performed to study the effects of the magnetic field with
an angle χ = 60 and the rotation, separately and together, with varying Rayleigh number
on the convective heat transport efficiency indicated by Nusselt number (Nu) which is
the ratio of the heat transport with and without convection. The flow is chosen to take
place in a convective box with the aspect ratio Γ [3.1 : 3.0] for Prandtl number, Pr = 0.1,
Chandrasekhar number Q = 58 with an angle χ = 60 and Coriolis numbers Ω = 50.
Since only the vertical component of the magnetic field has an inhibition effect on the
steady flow, in order to make the magnetic field and rotational effects comparable (Q ∼
Ta1/2, [5]), Chandrasekhar number Q = 58 is chosen. Figure 3 shows the Nusselt number
versus Rayleigh number for three different cases. In the case where the Coriolis and
Lorentz forces are comparable, the minimum temperature gradient for required instability
is reduced when compared with the other cases where rotation and magnetic field are
acting separately. This is also obtained in [2, 4, 5].
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Abstract

A linear stability investigation of rotating magnetoconvection between
two differentially heated horizontal planes in a transverse uniform mag-
netic field at low Ekman number is presented. This study was conducted
for Elsasser number Λ (ratio of the Lorentz force to the Coriolis force)
from 10−3 to 1 and Ekman number E from 10−9 to 10−2. Scalings for
the critical Rayleigh number and wavenumber at the onset of magneto-
convection were found.

1 Introduction

This work is motivated by applications to the flow in the region of the Earth liquid
core magnetoconvection (known as the tangent cylinder). This region seems to play
a great role in the structure of the magnetic field and its north pole drift. The main
part of the magnetic field is generated by the Earth core liquid flow. To gain better
insight on this problem the studies of this flow have relied mostly on DNS [2, 11, 12].
These studies are very expensive and difficult due to the low Ekman and Rayleigh
numbers of the order 10−14 and 10−12 respectively in the Earth core [7]. In order to
get closer to more Earthlike regimes, we implemented a linear stability approach.
Linear stability is a well known fluids mechanic tool for this kind of problem.
Similar problems were envisaged in the past with different basic state on the profil
temperature or the magnetic field, and negelecting the inertial and viscous terms in
the resolution [3, 4, 10, 6]. These works were conducted for electrically conductive
flow rotating in between planes with temperature gradient and horizontal magnetic
field. Therefore these configurations are more likely to correspond to the convection
outside the tangent cylinder than inside it. We propose here a different kind of
basic state closer to tangent cylinder conditions following B. Sreenivasan & C.
A. Jones. [11] and Chandrasekhar [5] before them. We found scalings for the
different modes of convection. We implemented a new model taking into account
the variation of conductivity and thermal diffusivity along the vertical axis. This
new linear stablity model was compared with the Chandrasekhar’s one [5] for
Ekman number E = 10−9 and following the phenomenological laws for the Earth
core put forward by Pozzo et al. [9].

2 Implemented models and results

2.1 Governing equations and geometry

We consider an incompressible fluid (viscosity ν, thermal diffusivity κ, magnetic
diffusivity η, density ρ, expansion coefficient α) confined by two differentialy heated
infinite horizontal plane boundaries, separated by a distance d. The temperature

1
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difference between them is ∆T . The flow rotates at a speed Ω around the vertical
axis z and is subject to a transverse uniform magnetic field B = B0ez. Figure 1
illustrates our geometry.

B

Ω

z

x

y

dT (z = 1/2)

T (z = −1/2)

∆T = T (z = −1/2)− T (z = 1/2) > 0

Figure 1: Schematic illustration of the geometry

The flow is governed by the full incompressible MHD equations under the
Boussinesq approximation, coupled with energy equation [11, 8]. We normalized
lengths by d, the velocity by η

d
, the pressure by ρηΩ, the magnetic field by B0, the

time by d2

η
, the temperature by ∆T , the rotation speed by Ω. The system becomes

controlled by 5 non dimensional parameters: the Ekman number E = ν
Ωd2

, the
Rayleigh number Ra = gα∆Td

ηΩ
, the Elsasser number Λ = B2

µ0ηΩ
, the Prandtl number

Pr = ν
κ
and the magnetic Prandtl number Pm = ν

η
. We applied the two sets of

boundary conditions defined by Chandrasekhar [5]: stress free magnetic (SFM)
and no-slip magnetic (NSM). For both sets of boundary conditions, the system
has a simple solution with u0 = 0, B0 = 0, and T = T0 + z∆T . We are interested
in the linear stability of this basic state. Physical quantities of the problem are
decomposed as g(z) = g0 + ĝ(z)eia.r⊥ , where r⊥ = (x, y) and a is the wave number
because of invariance in the x and y direction. Following B. Sreenivasan and C.
A. Jones [11], we shall only seek the shape of the unstable modes, not their growth
rate. The linear stability problem is then solved in the steady state. Furthermore,
we shall only consider cases where Pm = Pr = 1, under these asumptions, the
linearized system is the same described in [11].

E(D2 − a2)ω̂z + 2Dûz + ΛDĵz = 0, (1)

E(D2 − a2)2ûz − 2Dω̂z + Λ(D2 − a2)Db̂z − 2RaT̂ ′ = 0, (2)

(D2 − a2)b̂z +Dûz = 0, (3)

(D2 − a2)ĵz +Dω̂z = 0, (4)

(D2 − a2)T̂ ′ + ûz = 0, (5)

D symbolizes the derivative along z. ω̂z = ∇× (u).ez, ûz, ĵz, b̂z and T̂ ′ are the
z component complex amplitude of the vorticity, velocity, current, magnetic field,
and temperature perturbations respectively and a =‖ a ‖ is a non dimensional
wave number. Following Chandrasekhar [5] and using mass conservation, boundary
conditions are expressed as (6, 7).

D2ûz = ûz = Dω̂z = ĵz = T̂ ′ = 0 for z = ±1/2, (6)

2
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Dûz = ûz = ω̂z = ĵz = T̂ ′ = 0 for z = ±1/2 . (7)

The problem becomes a generalized eigenvalue problem of the form AX =
RaBX. The critical Rayleigh number for the onset of convection Rac is found as
an eigenvalue of the problem for any given a and minimized over a as in Chan-
drasekhar [5].

2.2 Resolution

We solved the problem numerically using a spectral collocation method based on
Tchebychev Polynomials. In the no-slip case, a boundary layer of the thickness
δ = 2

√
Eπ develops along the wall, we have ensured that at least 3 collocation

points were in it [1]. The validity of the results was guaranteed by convergence
tests. We observe a quick convergence to the relative error ε over Rac at N = 3000,
the number of collocation points. We made sure that the relative error ε was of
the same order than the numerical precision.

2.3 Results

In figure 2, we illustrate the typical behaviour of the critical Rac with respect to
a. For each case, we note three specific values for Rac. The first is a minimum
occurring at low a, its position and value depends hardly on E but is mostly
controlled by Λ. As such, it is referred to as the magnetic mode that we shall
denote (Ramc , a

m
c ) with Ramc the magnetic critical Rayleigh number and amc the

magnetic critical wave number. The second is a local minimum for relatively
high a, its position and values depend mostly on E. We shall thus refer to it
as the viscous mode (Ravc , a

v
c) where Ravc is the viscous critical Rayleigh number

and avc the viscous critical wave number. The third is a local maximum located
between the two previous modes. We call this maximum the intermediate mode
(Raintc , aintc ). For low E, the value of Raintc is several orders of magnitude higher
than Ravc and Ramc so a clear separation exists between magnetically controlled
modes and those controlled by viscosity.

During the simulations, Λ has been restricted to values below 1 which are
relevant to geophysical problems (regime of the Earth core). For higher values of
the Elsasser number, B. Sreenivasan and C. A. Jones [11] have shown that the
Lorentz force has a stabilizing effect on the flow so that Ramc (Λ) increases instead
of decreasing as it does for Λ < 1. For both types of boundary conditions we
observed the same results. The system can be characterised by two limits, L1

when the intermediate and the magnetic mode overlap, Ramc = Raintc , and L2 when
the most unstable mode switches from magnetic to viscous control, Ramc = Ravc . In
the limit of E → 0 and Λ → 0, we found that L1 behaves as Λ ∝ E−1 and L2 as
Λ ∝ E−1/3. The behaviour of L1 is a new result highlighting the transition from a
viscous only control system to a magnetic and viscous control system. The scaling
for L2 shows when the magnetic mode becomes more unstable than the viscous
mode. This second result respects the scaling found by Chandrasekhar [5] about
the viscous mode.

Using the same notation, boundary conditions, and logic, we obtained a linear
stability model with variable electrical conductivity and thermal diffusivity along
z. This model appears as:

E(D2 − a2)ω̂z + 2Dûz + σ(z)Λ0Dĵz = 0, (8)

3
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Figure 2: Variation of Rac with a. The blue curve’s input parameters are E = 10−8 and Λ = 1. The
red curves’ input parameters are E = 10−8 and Λ = 10−1 to 10−3. The green curves’ input parameters
are E = 10−5 to 10−7 at Λ = 1.

E(D2−a2)2ûz−2Dω̂z+Λ(σ′(z)−B0σ(z)D)(D2−a2)b̂z−Raa2(σ(z)+Teq(z)σ′(z))T̂ ′ = 0,
(9)

1

σ(z)
(D2 − a2)b̂z +B0Dûz = 0, (10)

1

σ(z)
(D2 − a2)ĵz +B0Dω̂z + (

1

σ(z)
)′Dĵz = 0, (11)

σ(z)κ(z)(D2 − a2)T̂ ′ + ûz = 0, (12)

where σ(z), κ(z) and Teq(z) are linear functions along z based on the values given
by Pozzo et al. [9] at the basic state. We solve this new set of equations as we did
for the previous one.

Figure 3 presents the difference in between the new model (with variable κ and
ν) and the classic model (uniform basic state). In both cases, the results were
obtained with SFM boundary conditions, E = 10−9, Λ = 1, and a = [1, 2200] as
input parameters. The new system appears to be generally more unstable. The
three modes of interest are pushed to lower values of Rac.

3 Discussion

In this paper, the scalings on the different modes for convections were found in the
case of the classic model. Asymptotic regimes were reached in the limit of E → 0.
For both boundary conditions the behaviour is similar, we only observed a faster
convergence to asymptotic regime for SFM in the limit of E → 0. This result
is of importance because it suggests that DNS pursued at E of order 10−7 with

4
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Figure 3: Comparaison in between the two models

SFM provide very accurate insight on the flow inside the tangent cylinder. A new
model was implemented showing that variable thermal diffusivity and electrical
conductivity generated a more unstable system.
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EFFECT OF ASPECT RATIO ON STEADY LIQUID METAL THROUGH THE 
GRAËTZ FLOW SYSTEM IN MHD 
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This work dealt with the geometrical effect on the Graëtz flow system following the influence 

of the duct length to width ratio, aspect ratio Γ, on heat-transfer rates, pressure distribution 

and thermal performances as local and mean Nusselt numbers of molten metal flow through 

horizontal rectangular channel in the Poiseuille flow conditions subjected to uniform 

transversal magnetic field. 

We modeled the process to establish the properties related to heat transfer involving 

the both thermal regions of Graëtz system in MHD. Thus, using a computational fluid 

dynamics procedure based on finite volume method (Fluent Code), we studied numerically 

the problem in order to characterize and control the viscous MHD flow according to an 

imposed axial temperature gradient. 

As a result of the effect of aspect ratio on the liquid metal for the considered 

geometry. This one is connected with the sensitive parameters, namely, the Brinkman number 

Br, the Hartmann number Ha and the Peclet number Pe. 

The advantage of such modifications will directly affect the probability distribution of 

the temperature field, with or without a magnetic field effect. Under these conditions, we note 

that an early transition regime [1] from the laminar flow to turbulence and therefore by 

decreasing Γ to enhance both heat transfer rates and flow mixing by pressure drop as Γ 

deceases. 

 
Keywords: Graetz flow system, Thermal performance, Poiseuille flow, Aspect ratio, Nusselt 
number 
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125 MM SODIUM LOOP FOR SCALED DOWN 4-TH GENERATION NUCLEAR 
REACTOR THERMO-HYDRAULIC EQUIPMENT TESTING 
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Abstract: In the context of the 4th generation nuclear reactors development a considerable 
interest exists on the stability of the sodium Electro-Magnetic Induction Pumps (EMIP). The 
MHD instability, which is known already since 70ies may occur in EMIPs with highly 
conductive materials, like sodium. This instability leads to formation of contra verse flow, 
pressure losses and limited usage of EMIP. Experimental investigations of this instability are 
planned in newly installed 125 mm sodium loop.  
 
1. Introduction 
 
Large scale induction electromagnetic pumps are foreseen to be used in ASTRID (Advanced 
Sodium Technological Reactor for Industrial Demonstration) protoype [1]. A model facility is 
being built in CEA Cadarache, called PEMDYN to support theoretical developments in EMIP 
design.  
There are many investigations devoted to the development of large scale annular linear 
induction pumps (ALIP). The instability criterion has been theoretically derived in [2], the 
boundary between flow stability and instability has been determined experimentally in [3], 
experimental and numerical results are compared in [4, 5]. While qualitative agreement 
between theoretical predictions and experiment can be observed, a more detailed analytical 
study [6] and experiment with controlled velocity/magnetic field perturbation implementation 
is necessary to deepen the understanding of the instability mechanisms in EMIP.  
 
2. Description of the experiment 
 
To investigate the stability of the EMIP a 125 mm sodium loop has been built at the Institute 
of Physics of the University of Latvia (IPUL). The principal scheme of the measuring and 
control system of the loop DN – 125 is shown in fig 1. 
The loop is equipped with two electromagnetic switchable induction pumps providing a liquid 
metal flow rate up to 150 l/s-1 at discharge pressure of 4.4 bars. Two flow meters - of the 
induction types and a Venturi tube are installed on the loop. The working temperature of the 
loop is 200° C - 500° C. To control the temperature of the loop, it is equipped with three 
component (LM-Oil-H2O) heat exchanger with maximum cooling power 120 kW. The 
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cooling power is controlled by the oil level in the ring-like channel. The control range is 2-
120 kW at sodium temperature of 300° C.  
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Figure 1: Principal scheme of the measuring and control system of the loop DN – 125. 
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The overall view of the sodium loop DN – 125 with one installed electromagnetic pump is 
shown in fig 2. 

 

 
 
 

Figure 2: View of the sodium loop DN – 125. 
 
 

The channel of the EMIP is equipped with magnetic field, potential and temperature 
sensors for determination of the distributions of these fields (fig 3.). Up to 144 magnetic coils 
are foreseen to determine the distribution of the magnetic field.  These distributions are to be 
compared with analytical and numerical results of the stability analysis of EMIP [6]. 
The inlet zone of the channel serves as a perturbation forming region for controlled velocity 
distribution. This will allow more detailed comparison of experimental data with predictions 
of theoretical models.  

Three experimental measurement sessions are planned in 2014.-2015. 
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Figure 3: Channel inlet zone and sensor location. 

 
 
3. Conclusion 
 
A 125 mm sodium loop has been built at the Institute of Physics of the University of Latvia 
(IPUL) with controlled velocity/magnetic field perturbation implementation in the channel 
inlet zone and a large number of sensors in the channel zone for detailed comparison of 
analytical [6] and experiment results to deepen the understanding of the instability 
mechanisms in EMIP. 
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Abstact: Using the field theoretic RG approach in the two-loop approximation the
influence of helicity (spatial parity violation) on the turbulent magnetic Prandtl number
is studied in the model of the kinematic MHD turbulence, where the magnetic field behaves
as a passive vector quantity advected by the helical turbulent environment given by the
stochastic Navier-Stokes equation. It is shown that the presence of helicity decreases the
value of the turbulent magnetic Prandtl number and that the two-loop helical contribution
to the turbulent magnetic Prandtl number is up to 4.2% of its nonhelical value.

1 Introduction

One of the most important characteristics of the behavior of the magnetic field in a
conductive medium is the magnetic Prandtl number, a dimensionless parameter defined as
the ratio of the kinematic viscosity to the coefficient of the magnetic diffusivity. The ratio
of the turbulent viscosity to the turbulent magnetic diffusivity is the so-called turbulent
magnetic Prandtl number Prm,t [1, 2], which is an analogy to the turbulent Prandtl
number of the thermal diffusion [3, 4] and which obtains a universal value in the limit of
fully developed turbulence.

Theoretical investigations of the phenomena connected with fully developed turbulence
are often based on the renormalization group (RG) methods [4, 5, 6] in the framework of
the field theoretic RG technique which is based on the standard formalism of quantum
field theory. Due to the fact that the field theoretical models of fully developed turbulent
systems belong among the models with strong coupling constants [6, 7], it is also important
to calculate the higher-loop corrections at least to estimate the stability and the relevance
of the one-loop results with respect to the perturbation corrections.

The complete field theoretic two-loop RG analysis of the genuine MHD turbulence
described by the coupled stochastic MHD equations is still missing due to its complex-
ity. Nevertheless, even in this situation the two-loop value of the turbulent magnetic
Prandtl number can be studied and estimated by using the so-called kinematic MHD
turbulence. In the framework of the kinematic MHD turbulence the Lorentz force term
in the corresponding stochastic Navier-Stokes equation is considered negligibly small and
the magnetic field behaves as a kind of passively advected vector field (see, e.g., Ref. [8]).

2 Kinematic MHD turbulence

To describe the passive solenoidal magnetic field in a helical turbulent environment we
use the model of the kinematic MHD turbulence which is given by the following system
of stochastic equations:

∂tb = ν0u0∆b− (v · ∂)b+ (b · ∂)v + fb, (1)

∂tv = ν0∆v − (v · ∂)v − ∂P + fv, (2)

55



where ν0 is the viscosity coefficient, u0 is the reciprocal magnetic Prandtl number, v ≡
v(x) is an incompressible velocity field, and P ≡ P(x) is the pressure. Both v and b are
divergence-free vector fields, i.e., ∂ · v = ∂ · b = 0.

The quantities fv and fb in Eqs. (1) and (2) are random noises which simulate
the corresponding energy pumping into the system to maintain the steady state of the
dissipative turbulent environment. In what follows, we suppose that the magnetic energy
pumping is given by a transverse Gaussian random noise fb = fb(x) with zero mean and
the correlation function in the form

Db
ij(x; 0) ≡ 〈f b

i (x)f
b
j (0)〉 = δ(t)Cij(|x|/L), (3)

which represents the source of the fluctuations of the magnetic field. The explicit form of
the function Cij in (3) is not essential in what follows, the only condition which must be
satisfied is that Cij decreases rapidly for |x| ≫ L.

The transverse random force per unit mass fv = fv(x) simulates the kinetic energy
pumping into the system on large scales. It has to be chosen in a form suitable for the
description of real infrared energy pumping. In addition, we require the powerlike form
of the energy pumping which enables us to apply the RG technique for investigation of
the problem [5, 6]. Both conditions are satisfied by the following Gaussian statistics of
the random force fv with zero mean and pair correlation function:

Dv
ij(x; 0) ≡ 〈f v

i (x)f
v
j (0)〉 = δ(t)

∫

ddk

(2π)d
D0k

4−d−2ǫRij(k)e
ik·x. (4)

Geometrical properties of the energy pumping are completely controlled by the form
of the transverse projector Rij(k) in (4). In the case of fully symmetric and isotropic
energy pumping it is given by the standard transverse projector

Rij ≡ Pij = δij − kikj/k
2. (5)

On the other hand, in the isotropic but helical case the transverse projector Rij(k) has
the following form

Rij(k) = Pij(k) +Hij(k) = δij − kikj/k
2 + iρεijlkl/k. (6)

Here, εijl is the Levi-Civita completely antisymmetric tensor of rank 3 and the real pa-
rameter, ρ, characterizes the amount of helicity in the system. Due to the requirement
of positive definiteness of the correlation function the absolute value of ρ must be in the
interval |ρ| ∈ [0, 1].

3 Field Theoretic Formulation of the Model

The stochastic problem (1)–(4) can be reformulated into a field theoretic model of the
double set of fields Φ = {v,b,v′,b′} with the action functional in the following form:

S(Φ) =
1

2

∫

dt1 d
dx1 dt2 d

dx2

[

v′i(x1)D
v
ij(x1; x2)v

′

j(x2) + b′i(x1)D
b
ij(x1; x2)b

′

j(x2)
]

+
∫

dt ddx{v′[−∂t + ν0△− (v · ∂)]v + b′[−∂tb+ ν0u0△b− (v · ∂)b+ (b · ∂)v]}, (7)

where xl = (tl,xl), l = 1, 2, v′(x) and b′(x) are auxiliary transverse fields which have the
same tensor properties as fields v(x) and b(x) and required integrations and summations
over dummy indices are assumed.
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The field theoretic model (7) corresponds to standard Feynman diagrammatic pertur-
bation theory with a set of bare propagators and vertices. In the present model propaga-
tors have the following form

〈b′ibj〉0 = 〈bib
′

j〉
∗

0 =
Pij(k)

iω + ν0u0k2
, (8)

〈v′ivj〉0 = 〈viv
′

j〉
∗

0 =
Pij(k)

iω + ν0k2
, (9)

〈bibj〉0 =
Cij(k)

| − iω + ν0u0k2|2
, (10)

〈vivj〉0 =
g0ν

3
0k

4−d−2εRij(k)

| − iω + ν0k2|2
. (11)

where Cij(k) is the Fourier transform of function Cij(r/L) in Eq. (3). On the other hand,
the triple (interaction) vertices are b′i(−vj∂jbi + bj∂jvi) and −v′ivj∂jvi.

Let us briefly remind that the formulation of the stochastic problem given by Eqs.
(1)–(4) through the field theoretic model with the action functional (7) allows one to use
the well-defined field theoretic means, e.g., the RG technique, to analyze the problem. At
the same time, the statistical averages of random quantities in the stochastic problem are
replaced with the corresponding functional averages with weight exp S(Φ) (see, e.g., Ref.
[6] for details).

4 The helical magnetic turbulent Prandtl number

The final formulas for the determination of the two-loop inverse turbulent Prandtl number
of passively advected scalar field and for the corresponding inverse turbulent magnetic
Prandtl number in the framework of the kinematic MHD turbulence have completely the
same form [9, 10, 11] and in the language of the kinematic MHD turbulence it reads

ueff = u(1)
∗



1 + ε

{

1 + u
(1)
∗

1 + 2u
(1)
∗

[

λ−
128(d+ 2)2

3(d− 1)2
B(u(1)

∗
)

]

+
(2π)d

Sd

8(d+ 2)

3(d− 1)
[av − ab(u

(1)
∗
)]

})

, (12)

where λ and B(u
(1)
∗ ) are given by the calculation of the corresponding two-loop Feynman

diagrams in our helical and isotropic problem and quantities av and ab(u
(1)
∗ ) are given

by the corresponding expansions to the leading order in ε of the scaling functions of the
response functions 〈vv′〉 and 〈bb′〉 of the velocity field and the magnetic field, respectively
(see Ref. [11] for details). Their numerical values for physically the most important three-
dimensional case (d = 3) are

u(1)
∗

= 1.39297, (13)

λ = −1.0994, (14)

av = −0.047718/(2π2), (15)

ab = −0.041389/(2π2), (16)

B(u(1)
∗
, ρ) = −4.4320× 10−3 − 0.1326× 10−3ρ2, (17)
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and the two-loop value of the turbulent magnetic Prandtl number obtains the following
final explicit dependence on the helicity parameter ρ (for the physical value ε = 2)

Prm,t(ρ) ≡ u−1
eff =

1

1.42046 + 0.06229ρ2
. (18)

In the limit ρ → 0 one comes to the nonhelical value Prm,t = 0.7040. On the other hand,
in the fully helical case, i.e., when |ρ| = 1, one has Prm,t = 0.6744. In addition, looking
at Eq. (18), one can conclude that the turbulent magnetic Prandtl number decreases in a
helical turbulent environment, i.e., when the absolute value of the parameter ρ increases.
In (Fig. 1) the dependence of the turbulent magnetic Prandtl number on the helicity
parameter ρ is compared with the analogous dependence of the turbulent Prandtl number
of passively advected scalar quantity.
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Figure 1: The dependence of the turbulent magnetic Prandtl number Prm,t (thick line)
in the model of the kinematic MHD turbulence and of the turbulent Prandtl number Prt
(dashed line) of passively advected scalar field on the helicity parameter ρ.

5 Conclusion

In the present paper we have investigated the turbulent magnetic Prandtl number in
the framework of the kinematic MHD turbulence under the presence of helicity by using
the field theoretic RG technique within the second-order approximation. The explicit
dependence ot the Prm,t on the helicity parameter ρ is found (18).

It was shown that the presence of helicity decreases the value of the turbulent magnetic
Prandtl number up to 4.2%, Prm,t = 0.6744 for |ρ| = 1, in comparison to its value in
the nonhelical system, Prm,t = 0.7040 for |ρ| = 0. The fact that the Prm,t decreases as a
function of the absolute value of the helicity parameter also means that the coefficient of
turbulent magnetic diffusivity increases as a function of the helicity parameter.

Furthermore we have compared the turbulent magnetic Prandtl number in the helical
MHD turbulence to the corresponding turbulent Prandtl number in the model of the

58



passively advected scalar field. In (Fig. 1) one can see that Prt and Prm,t have the same
values in the fully symmetric isotropic turbulent environments but are different in the
helical systems, i.e., in the systems with spatial parity violation (helicity). It means
that the helical turbulent environment distinguishes the internal tensor properties of the
advected fields.

The fact that both Prandtl numbers, namely, the turbulent Prandtl number and the
turbulent magnetic Prandtl number, decrease as functions of the helicity parameter also
means that the corresponding diffusion coefficients increase in helical environments. At
the same time, the turbulent diffusion coefficients of scalar fields (temperature field or
impurity concentration field) are much more sensitive to the presence of helicity in the
system; i.e., their values are essentially more strongly influenced by the helicity than the
coefficient of turbulent magnetic diffusivity of the magnetic field in the kinematic MHD
turbulence. Therefore, we can conclude that the properties of diffusion processes in the
helical turbulent environments can considerably depend on the internal (tensor) properties
of the advected fields.

The work was supported by the VEGA grant No. 2/0093/13 of Slovak Academy of
Sciences and by the realization of the project ITMS No. 26220120009, based on the
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[10] Jurčǐsinová, E.; Jurčǐsin, M.; Remecky, R.: (2011); 84; 046311; Phys. Rev. E;
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Abstract: This paper devoted to the theoretical and experimental investigation of isothermal 
electrovortex flows of liquid metal in hemisphere volume with top and bottom electrodes. It is 
shown that changing bottom electrode position significantly change velocity and structure of 
electrovortex flows through the liquid metal volume. This results can be used in numerous 
industrial applications, especially in metallurgical applications such as DC arc furnace with 
bottom electrode. 
 
1. Introduction 
 
The theoretical and experimental investigation of electro vortex flows (EVF) in hemisphere 
volume with different geometrical parameters has both theoretical and applied value, espe-
cially for numerous metallurgical application such as DC arc furnaces with bottom electrode, 
electro-welding, etc [1-3]. This work devoted to the numerical and experimental modelling of 
EVF in hemisphere volume with two electrodes: top and bottom. The bottom electrode in this 
work set up in different positions. 
 
2. Presentation of the problem 
 
The generalize installation with hemispherical volume of liquid metal presented in Fig. 1. The 
main parts of the installation are insulator, liquid metal, top and bottom electrodes, air above 
the installation. 
 

 
Figure 1: The arrangement of hemisphere installation with two electrodes. 

 
To build a mathematical model of the processes in this installation let us take the follow-

ing assumptions: the medium is considered non-magnetic; the medium is a good conductor 
and its permittivity can be neglected; convective current,  caused by the medium movements 
compared to the current of conductance, can be neglected; physical characteristics of the me-
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dium (conductance, viscosity and heat-conduction indexes, etc.) are assumed to be homoge-
neous and isotropic and do not depend on temperature and pressure; medium heating caused 
by viscosity (viscous dissipation of energy) can be ignored. 

The processes are rather slow and can be described in quasi-steady or just steady formu-
lation. For steady processes the system of equations of magnetic hydrodynamics, describing 
the molten metal flows in this installation is as follows: 
momentum equation 

 ( ) Bj1gup1uu
rrrrrr

×++Δ+∇−=∇
ρ

ν
ρ

 (1) 

equation of continuity 
 0u =⋅∇

r  (2) 
Maxwell's equations 
 0B =⋅∇

r
; jH

rr
=×∇ ; (3) 

 0E =×∇
r

; eD ρ=⋅∇
r

; (4) 
Ohm's law for fluid in motion 
 ( )BuEj

rrrr
×+= σ ; (5) 

charge conservation law 
 0j =⋅∇

r
; (6) 

where:  - liquid velocity, ρ - density, р - pressure, ur g
r  - gravitation, ν - coefficient of kine-

matics viscosity, j
r

 - current density, B
r

 - magnetic induction intensity vector HB 0

rr
μμ= , H

r
 - 

magnetic field vector, σ - specific conductance, 0ε  и 0μ  - electrical and magnetic constant, 

E
r

 - electrical field intensity,  - electric induction, D
r

ED 0

rr
εε= ,  eρ  - volume density of elec-

tric charge. The following forces are considered in the equation (1):  - pressure force, p1∇− −ρ
urΔν  - force of viscous drag, Bj1

rr
×−ρ  - Lorentz electromagnetic force. 

The problem was solved with the following boundary conditions: 
– for electric field 
 ,21 nEnE rrrr

×=× nDnD rrrr
×=× 21 ; (7) 

– for magnetic field 
 ,21 nBnB rrrr

×=× ττ rrrr
×=× 21 HH ; (8) 

– for current density  on boundary with insulated and normal cross-section of electrode 
 ,0=× nj rr

0jj = . (9) 
where:  - normal vector, nr τr  - tangential vector,  - initial current density. 0j
– for hydrodynamic parameters no-slip boundary condition was used for hydrodynamic proc-
esses at boundaries with solid walls and slip boundary condition on free surface. Mathemati-
cally it means that velocity and turbulent components for no-slip boundary condition were all 
set to zero 

0=u , 0=v , 0=w , 0=k , 0=ε . 
For the simulation of flow in wall region the universal logarithmic law was applied 

( )+= Ey
k

Cku

constw

constp ln14/12/1

τ
ρ μ , 

where 
υ

μ
4/12/1 Cky

y constp=+ ,  - empirical constant, .799=constE 42.0=constk  - Von Karman’s con-

stant, wτ  - shear stress on the wall, – resultant velocity of the fluid near the wall,  - di-py +y
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mensionless normal distance from the resultant velocity,  - distance of the first node point p 
from the wall. For slip boundary condition normal component of velocity will be set to zero 

. 

py

0un =
For all types of analysis on the axis of symmetry of the calculation domain the follow-

ing condition were used: 

0=
∂
∂
y
u , 0=

∂
∂

y
w , 0=

∂
∂
y
k , 0=

∂
∂
y
ε . 

The problem in question has no analytical solution and, therefore, it was solved numeri-
cally. As a result of the numerical solving methods analysis the ANSYS system were chosen. 
The problem belongs to the class of multiphysics and the strategy of solution consists of the 
following stages: 

1st stage – solving electromagnetic fields; 
2nd stage – solving EVF. 
This consecutive order of solving this problem is due to the specialty of solving mul-

tiphysics problems in ANSYS. The result of electromagnetic field modelling is the value of 
electromagnetic force and other electromagnetic parameters, obtained for every nodal point in 
terms of liquid metal volume. To determine velocity of liquid metal produced by electromag-
netic effect the distribution of electromagnetic force as the initial condition can be used at the 
next 2nd stage. At this stage it is necessary to check how motion of metal changes all electro-
magnetic parameters. Taking into account all these factors and repeating this algorithm to 
achieve the precision of the results, we obtain the velocity distribution with the closest corre-
spondence to the experimental data. 

The turbulent EVF was simulated with taken into account ε−k  turbulence model, that 
tested for the same vortex flow in laboratory installation. The obtained results in ε−k  turbu-
lence model for this installation correlate with the experimental data within 15% limits [1-2]. 
That is why the further calculations are carry out with taking into account ε−k  turbulence 
model. The comparisons of the experimental and numerical results are given in Fig. 2.  

 

 
Figure 2: Numerical and experimental results for the laboratory unit. 

 
Some results of simulation the processes proceeding in liquid metal are given below. 

Fig. 3 demonstrates the fields of the rotor Lorentz force near the bottom electrode (anode), 
where 1 – insulator, 2 – liquid metal, 3 – bottom electrode. The value of Lorentz force ranged 
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and comprised about 30% of volumetric gravity force. The results of the calculations prove 
the fact that the Lorentz force in such furnaces is essential for the appearance of EVF. 

At the next stage, according to the solution strategy, the hydrodynamic processes in liq-
uid metal were simulated taking into account the electromagnetic parameters in axial symme-
try formulation. In Fig. 4 the hydrodynamic fields of velocity vector, contour and streamlines 
are given. The figure demonstrates that the higher intensity of vortex flows appears in liquid 
metal volume. The vortex arises near the bottom electrode, as Fig. 4 shows. The vortex flow 
of liquid metal on axis of symmetry is directed upwards. When the flow achieves the upper 
boundary of liquid metal, it comes along the boundary and comes down. The maximum value 
of the vortex flow velocity was located on the axis of symmetry and reaches 0.3 m/s. The vor-
tex flow velocity value in close proximity to the bottom electrode comprises about 0.1 m/s. 
According to the figure, at the top electrode area the inverse vortex flow appears. This vortex 
is produced by the uneven distribution of current density near the top electrode. 
 

 
Figure 3: Rotor Lorentz force near the bottom electrode (1 – insulator, 2 – liquid metal, 

3 – bottom electrode). 
 

 
Figure 4: The vector, contour field and streamlines of vortex flow velocity (1 – insula-

tor, 2 – liquid metal, 3 – electrodes, 4 – air). 
 

It is shown that lifting the bottom electrode above the surface by the electrode radius 
value leads to the decrease of shear stress on the fettle area by 30%, while bottom electrode 
lower than the insulator surface by the electrode radius value and expanding it by the same 
value reduce the stress – by 10%. 
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The verification of the obtained results has shown a good correlation with the general 
theoretical data concerning EVF, the results obtained by other authors, as well as a good cor-
relation with the experimental data for laboratory installations. All of that has proved the reli-
ability of the methods and approaches, as well as the accuracy of the obtained results.  

 
3. Conclusion 

 
The physical and mathematical model of processes proceeding in hemisphere volume with 
different bottom electrode positions has been build. To describe the processes in the hemi-
sphere volume the model of the magnetohydrodynamics is adopted. The strategy of solving 
the stated conjugate problem in commercial software packages is worked out. Numerical 
modelling of proceeding processes in liquid metal for hemisphere volume with different bot-
tom electrode positions is carried out. It is established that the volumetric Lorentz force 
makes up governing contribution to the vortex flow appearance. It is shown that bottom elec-
trode positions changes lead to essential changes of structure and intensive of the EVF veloc-
ity. The results of the calculations in ANSYS are compared with the experimental data, calcu-
lations in COMSOL, general theoretical conceptions. Similarity of the calculations done by 
different methods and experimental data proves the reliability of the methods and significance 
of the results.  
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Abstract: This article is devoted to experimental and numerical investigation of heat transfer in a 
MHD flow configuration: downflow of mercury in a vertical tube with nonuniform heating in the 
transverse magnetic field. Investigations were carried out with help of the unique experimental 
liquid metal MHD complex, which has no analogues in Russia and abroad. The MHD complex is 
a part of the MPEI - JIHT RAS laboratory. Numerical simulation by means of CFD code 
ANES20XE was carried out as well. The paper also includes a brief description of the 
experimental facility, methodology, main results of the experiments, mathematical description 
and some results of numerical simulation. 
 
1. Introduction 
Liquid metals have specific features and are attractive coolants for 
power industry. Especially promising is usage of liquid metals in 
fusion power plants such as TOKAMAK, where liquid metal flows 
in a strong magnetic field (divertor and blanket cooling system). By 
designing the elements of a TOKAMAK it`s necessary to take into 
consideration hydrodynamics- and heat transfer laws of MHD flow. 
This question is not researched thoroughly. 
Described in abstract MHD-configuration (fig. 1) is the most 
probable while cooling thermonuclear reactor blanket. Experimental 
researches of this configuration were carried out using JIHT RAS 
facility. Available criteria ranges are presented in table 1. 

Figure 1: MHD 
configuration, 

 
Table 1. Criteria ranges 

Criterion Calculation Range 
Reynolds number  

  

Hartmann number  
 

 

Grasshof number  
  

 
Table 1 legend:  – tube diameter;  – section averaged velocity;  - the kinematic 
viscosity coefficient,  - the dynamic viscosity coefficient;  – magnetic induction value; - 
electrical conductivity;  – heat flux density on the wall;  – thermal conductivity;  - thermal 
expansion  coefficient.  
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2. Experimental investigation 
During experimental investigations two unexpected features were found. The first one: magnetic 
field leads to extremely nonuniform distribution of local wall temperature (1) along the perimeter 
of tube cross section. This is shown on Fig.2.  

                                                        
(1) 
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Figure 2: Temperature field Re = 35000, Grq = . 

 
The second feature is related to TGC evolution under conditions of transverse magnetic field. In 
some regimes, TGC causes extremely low frequency temperature fluctuation with high amplitude 
in the whole tube section (Fig. 3). 
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The two effects cause additional thermal loads in the wall and it is very dangerous for wall 
material. More information about these features you can find in work [1]. 

Relative temperature fluctuation intensity  (  - temperature fluctuation intensity without 
MF) is a very important value. It can be used for TGC profound effect boundary detection. 
Experimental data of relative temperature fluctuation intensity for various Hartmann and 
Reynolds numbers are presented in Fig.4.  
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Figure 4: Temperature fluctuations. 

 
Fig.4 describes zone of TGC profound effect. Abnormally temperature fluctuations caused by 
TGC evolution are observed in domain where relative temperature fluctuation intensity is more 
then 1 (red-zone on Fig. 4.) Reproducing these regimes on real heat exchanger leads to its 
extraordinary work and may damage the wall. Two curves families are observed in experiments 
(Fig. 5): 
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Figure 5: Relative temperature fluctuation intensity. 
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First case: magnetic field leads to TGC evolution . Second case: magnetic field kills 

turbulent transfer . In this case, relative temperature fluctuation intensity decreases 
and can be correlated with turbulent velocity fluctuations. Based on these curves, a model of 
turbulence transfer in conditions of transverse MF in a circular tube was constructed. 
 
3. Numerical simulations 
The system of MHD equation for LM flow in a circular tube is below (2)-(7): 

 (2) 

 
(3) 

 
(4) 

 
(5) 

 (6) 
 (7) 

Where ; 
  - electromagnetic force;  - buoyancy force;  – turbulent 

viscosity;  – turbulent thermal conductivity;  – electrical potential 
Model of turbulent transfer in circular tube under conditions of transverse magnetic field 

 (8) 

Two different functions  were tested: 
 (9) 

 (10) 
 
The model  is based on current knowledge and experimental data on hydraulic resistance in 
transverse MF in a circular tube. The model  is a function based on experimental data 
presented in this work (relative temperature fluctuation intensity). The function considers 
turbulent transfer kill by magnetic field. 
Simulations were carried out on decart (Fig. 6) and cylindrical meshes. Results do not depend on 
the mesh type and are presented in this work for a decart mesh. 

                   
Figure 6: Decart mesh. 
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Numerical simulation of described task with help of CFD-code ANES20XE was carried out. 
Calculated values were compared with experimental data. Local temperature distribution of some 
regimes are presented on Fig. 7 – Fig. 8. As shown, results, obtained with  , match 
with experimental ones well. 
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Fig. 7.         Figure 8: Re = 80000, Ha = 400, Gr = 0.6 108. 

 
 
3. Conclusion 
MHD flow in a vertical tube under conditions of transverse MF was investigated. Two 
unexpected features were found. One of them is caused by TGC evolution in MF. Border of this 
effect was properly explored. A turbulent transfer model in transverse MF in circular tube, based 
on relative temperature fluctuations, was constructed. Numerical simulation of described task was 
carried out. Results, obtained with constructed model, correlate with experimental data well. 
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Abstract: For applications in nuclear fusion reactors where magnetic fields are very strong, 
liquid metal flow in the core of ducts can often be regarded as inertialess and practically 
inviscid, while viscous effects are localized in thin boundary layers. The intense 
electromagnetic Lorentz forces, resulting from the interaction of induced electric currents and 
imposed magnetic field, tend to remove flow variations along magnetic field lines and they 
force the fluid to circulate mainly in planes perpendicular to the field. The established quasi-
two dimensional (Q2D) magnetohydrodynamic (MHD) flow can be predicted by means of an 
approximate model by reducing the basic governing equations to a 2D problem by analytical 
integration along magnetic field lines. Such models have been applied in the past by 
numerous authors to investigate duct flow problems and magneto-convection. However, 
limitations of those Q2D approaches have never been systematically studied.  

1. Introduction 

Liquid metal flows in strong magnetic fields are dominated by Lorentz forces, and viscous 
effects are confined to very thin boundary layers. The flow in the inviscid core is highly 
correlated along magnetic field lines and changes of variables in this direction are often 
negligible. This fact has been exploited in the past to derive Q2D model equations following 
the ideas proposed by Sommeria & Moreau (1982) [1]. Q2D models enable an efficient 
solution of 3D MHD problems, e.g. for shear flow instabilities [2] [3], DNS simulations of 
Q2D turbulent flows [4], including heat transfer and buoyant flows [5] [6] [7], interpretation 
of experimental data [8] [9], or simulations for fusion blanket applications [10] etc. It has 
been shown that results for inertial isothermal flows obtained by the Q2D model can be 
further improved by a proper modeling of inertia terms, which leads to “barrel” or “cigar” 
shape flow patterns aligned along the magnetic field [11] [12] instead of pure 2D structures.  

The purpose of the present work is showing that Q2D models may have significant deficits for 
particular classes of buoyant flows, a fact that is not at all obvious from a first point of view. 
As an example we consider buoyant MHD flows in a horizontal liquid metal layer of height 
H, length lH and width 2aH (see Figure 1). We apply the Q2D model equations and compare 
results with 3D numerical simulations of full governing equations. Such geometries are 
typical in horizontal Bridgman crystal growth or for liquid metal blankets of fusion reactors.  

Figure 1 Sketch of geometry and coordinates. 
The flat cavity, filled with liquid metal, is 
differentially heated at x/H=½l, such that a 
mean axial temperature gradient x̂G  
establishes. Top and bottom walls at y/H=½ 
have temperature profiles that vary linearly 
between the values of the differentially 
heated walls. The other walls are adiabatic.  
The convective motion is damped by a 
horizontal magnetic field. 
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2. Model equations 

Buoyant flows of viscous, electrically conducting fluids in a uniform horizontal magnetic 
field are described by nondimensional equations for balance of energy, momentum and mass, 
by Ohm’s law and by an electric potential equation to ensure charge conservation ⋅j = 0:  

 TTPr t
2D  , (1)

 ,0  ),(ˆ 22  uBjyuu HaGrTpDt  (2) (3)

   ωBBuBuj   2 and  . (4) (5) 

Here T, u, zB ˆ , j, p and   stand for the temperature difference with respect to a reference 
value, velocity, magnetic field, current density, pressure and electric potential, scaled by 
characteristic values T, u0, B0, u0B0, u0B0

2H and u0B0H, respectively.  Dimensionless 
parameters are the Prandtl number, Grashof number and Hartmann number: 

 
.         ,          , 02

3










HBHa
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GrPr 


  (6)

Kinematic viscosity , thermal diffusivity  and electric conductivity  are assumed to be 
constant,  is the density at the reference temperature and  is the volumetric thermal 
expansion. B0 is a typical magnitude of the magnetic field, u0 = /H and T is derived from 
the mean horizontal temperature gradient x̂G  as T = GH. At walls we have no-slip u = 0. 
Currents may continue their path inside walls and create there a distribution of wall potential 
according to the thin-wall condition [13], j⋅n = cw

2w, where c = wtw/(H) stands for the 
conductance ratio of walls with conductivity w and thickness tw, w

 is the gradient in the 
plane of the wall and the unit normal n points into the fluid.  

It is well known that for strong magnetic fields, Ha 1, the flow takes place preferentially in 
planes perpendicular to B, i.e. u ≈ u, and it is described by an equation for the field aligned 
component z  of vorticity uω   that is obtained by taking the curl of (2)  

   zzxzzt jHaTGr  
22D u . (7)

Following the ideas usually referred to as Q2D approach (see [1] and others), the vorticity 
equation (7) and potential equation  (5)  are integrated along magnetic field lines (overbar 
above variables denotes average along field lines);  

      azj
a

HaTGraz
a zxzzzzt  

11
D 22 u , (8)

     zzz azj
a
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11 22 . (9)

When Q2D models are applied, it is usually assumed that the potential does not change along 
magnetic field lines,   Haz   . With the thin-wall condition   Hz cazj 2  

[13] and viscous friction   zzz Haaz    applied at the Hartmann wall, jz and H   
can be eliminated from (8) and (9)  and the Q2D equation vorticity becomes  
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(10)

Instead of solving (10) we may solve the following equation, the curl of which yields (10):  
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The model derived above is valid only for a uniform horizontal temperature gradient as shown 
in the following. For liquid metals with Pr1 conduction heat governs (1) which supports the 
ansatz T=x+Pr, where  describes deviations from pure heat conduction.  Flows with Gr 1 
and Ha 1 are dominated by the right-hand side of (7), through a balance between Lorentz 
forces and buoyancy, and for Pr  1 current density and potential become approximately 

 22 // HaGrTHaGrj xzzzz   . (12)

By integration along z the potential  and its mean value   along z are determined as 

   ,
3

 and  
2 2

2
22

2 Ha

Gra
az
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Gr
HH    (13)

where the potential H at the Hartmann wall at z = a has been introduced as integration 
function. Already at leading order the potential  is not at all uniform in the core along field 
lines.  For flows where constTx   the last term in equation (13) depends also on (x,y) and 

finally an additional contribution will appear in (11).  Moreover, the electric properties of 
field aligned walls never enter into the Q2D model, although their conductance may have an 
essential impact on the global closure of current paths with severe consequences for the flow. 
This will be shown in the following by some selected examples. 

3. Results 

Let us first consider flows in a perfectly electrically conducting cavity with c=∞. Results from 
numerical simulations using Q2D and full 3D equations are compared (the latter ones with up 
to 8⋅106 grid points, all layers well resolved, grid-independent results achieved). Figure 2 
shows contours of velocity magnitude in the vertical symmetry plane z=0 for a=1, Gr=108, 
Pr=0.015, Ha=1000. Results deviate by more than one order of magnitude and they are 
qualitatively quite different. While Q2D solutions show a more or less smooth velocity field, 
3D simulations predict a low velocity core and thin boundary layers with very high velocity 
along the walls at y=½ and x=½l. However, there is significant disagreement only in layers 
along those walls. This can be seen by a quantitative comparison of axial velocity profiles as 
shown in Figure 3. At some distance from the walls Q2D and 3D results in the core agree 
quite well. Nevertheless, since the layers carry the major mass flux a 3D simulation is 
mandatory and Q2D results are practically useless as can be seen also by a comparison of 
temperature profiles in the middle of the cavity (Figure 3). The flow rate in field aligned 
layers that is missing in the Q2D model can be estimated according to [14] e.g. at the upper 
wall for a cross-section x=constant as 

  
2

2

3
222

Ha

Gra
aadyadydzudydzQ wy

a

a y

a

a
       . (14)

Here ∫ dy indicates integration across the layer. For perfectly conducting walls 0w  while 

the potential   at the edge of the layer is given by (13). The vorticity in the core at leading 

order may be estimated from (10) as Gruv yxz   , from which the axial core flow 

rate in the upper half of the cavity results by integration as  

 
20 4
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This simple estimate shows clearly that the error in not-considering the parallel layers in Q2D 
models can be significant. Further 3D simulations with perfectly conducting Hartmann walls 
and insulating field-aligned walls show an additional increase in side layer velocity by another 
order of magnitude so that a comparison with corresponding Q2D results becomes even 
worse.  

 

For walls that are poorly conducting or insulating as in [7] the agreement between Q2D and 
3D improves because the layer flow rate decreases while simultaneously the core flow rate 
increases. Results for a=1, Pr=0.015, Gr=106, Ha=1000, c=0 are shown in Figure 4. For such 
parameters the Q2D model is able to predict the velocity magnitude, i.e. results are not as bad 
as for conducting Hartmann walls. Nevertheless, one can observe still minor differences 
between the Q2D model and 3D simulations.  

 

Figure 2 Colored contours of velocity magnitude in the vertical symmetry plane z=0 obtained by Q2D and 3D 
simulations for a=1, Gr=108, Pr=0.015, Ha=1000, c=∞. 

 

  

Figure 3 Comparison of axial velocity and temperature along y at (x,z)=(0,0) obtained by Q2D and 3D 
simulations for a=1, Pr=0.015, Ha=1000, c=∞. 

  
Figure 4 Comparison of axial velocity and temperature along y at (x,z)=(0,0) obtained by Q2D and 3D 
simulations for a=1, Gr=106, Pr=0.015, Ha=1000, c=0. 
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4. Conclusions 

Q2D models have been often applied in the past as efficient tools for numerical simulations of 
various MHD phenomena for Ha1. It has been shown in the present work that those models 
may have severe deficits for instance because the electric conductivity of field-aligned walls 
is not considered. Moreover, for the derivation of Q2D models it is usually assumed that the 
electric potential is uniform along magnetic field lines, an assumption that is not justified for 
convection problems. A comparison of results with 3D numerical simulations suggests that 
for electrically insulating walls Q2D models give reasonable estimates for velocity and heat 
transfer. For electrically conducting walls, however, Q2D results become useless so that 3D 
simulations are mandatory. 
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The problem of instabilities in the buoyant convective flows subject to high magnetic fields
is of particular importance in such industrial applications as fusion reactor blankets, semicon-
ductor crystal growth and electromagnetic processing of materials. In the present study we
investigate linear stability of buoyancy-driven convection in a laterally heated layer between
two infinite plates subject to a uniform, vertical magnetic field and in the presence of gravity.
The mechanisms for different wall conductivities and different values of Hartmann, Ha, and
magnetic Prandtl, Prm, numbers are investigated. We compare the problem for small, but
non-zero Prm, with the inductionless approximation in order to determine the validity of that
approximation. Linear stability results show that the instability critically depends on the elec-
trical and thermal boundary conditions, and on the Prandtl number, Pr, and on Ha and Prm.
The instability is driven by different mechanisms depending on these parameters.

1 Problem formulation

Figure 1. Schematic diagram of the
buoyant convective flow with
horizontal temperature gradient and
a vertical magnetic field

Consider the problem of linear stability of
buoyancy-driven convection resulted from axial
heating of a fluid layer bounded by infinite hor-
izontal rigid plates, as shown in Fig. 1. The
flow, subject to a uniform, vertical magnetic field
B0 = B0ez is studied in the presence of gravity
g. Here (x, y, z) are Cartesian co-ordinates. In a
laboratory implementation, two opposite vertical
boundaries are set at different temperatures and
the horizontal gradient drives the fluid upward
near the hot and downward near the cold wall.
The flow is time-dependent, viscous, electrically
conducting and incompressible. Material param-
eters of the fluid are defined by the density ρ, kine-
matic viscosity ν, thermal conductivity κ, ther-
mal expansion coefficient β and electric conduc-
tivity σ. Constant horizontal temperature gradi-
ent, which induces a steady circulation, is applied.
The top and bottom rigid boundaries of the layer
can be either perfectly insulating or perfectly con-
ducting, both thermally and electrically.
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2 Governing equations and boundary conditions

The behaviour of the flow is governed by the set of magnetohydrodynamic equations combin-
ing Navier-Stokes equations of motion of fluid substances, the energy equation and Maxwell
electrodynamics equations. Detailed derivation of these equations has been presented in [1].

The nondimensional form of governing equations results from scaling the length by a
reference distance d (the distance between walls), time by d2/ν, velocity by ν/d, pressure
by ρν2/d2, temperature by ∆T and magnetic field by B0. Nondimentional Hartmann, Ha,
Grashof, Gr, and Prandtl, Pr, numbers are used as control parameters: Ha = B0d

√
σ/(ρν),

Gr = gβ∆T (d4/ν2), Pr = ν/κ, Prm = µσν.
The resulting set of nondimensional equations governing the motion of the fluid is:

∂tv + (v · ∇)v = −∇p+∇2v +
Ha2

Prm
(∇×B)×B +GrT êz , (1)

∂tB + (v · ∇)B =
1

Prm
∇2B + (B · ∇)v , ∂tT + (v · ∇)T =

1

Pr
∇2T , (2),(3)

where v, p, B, T are the fluid velocity, pressure, magnetic field and temperature, respectively.

2.1 Basic flow

The problem of buoyant convective flow subject to a vertical magnetic field has a steady mean
flow solution [2] with velocity u0 = [u0(z), 0, 0], magnetic field B = [b0(z), 0, 1] and temperature
T0(x, z) profiles:

u0 =
Gr

Ha2

{
z − sinh(Haz)

sinh(Ha)

}
, (4)

b0 =
PrmGr

Ha2

{
cosh(Haz)

Ha sinh(Ha)
− 1

2
z2 +

1

2
− cosh(Ha)

Ha sinh(Ha)

}
, (5)

T0 = −x+
PrGr

Ha2

{
sinh(Haz)

Ha2 sinh(Ha)
− 1

6
z3 +Dz

}
, (6)

with D = 1
6
− 1

Ha2
for thermally conducting and D = 1

2
− cosh(Ha)

Ha sinh(Ha)
for thermally insulating

walls.

2.2 Disturbance equations and boundary conditions

In order to test whether the equilibrium state is stable, reaction of the system to small pertur-
bations is examined. The stability is investigated here by the linear analysis. Assuming that
disturbances to the flow are fully 3D, the flow can be decomposed into the base flow and the
fluctuating component F = F0 + f̃(x, y, z, t). Additionally the perturbations can be expressed
with Fourier expansions in the x− and y− directions f̃(x, y, z, t) = f̂(z) exp{ixkx + iyky + λt},
where kx and ky are the wavenumbers in the x− and y− directions, respectively, and λ = λr+iλi
with real part λr representing the growth rate and λi an angular oscillation frequency.
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Assuming that the introduced perturbation is infinitisemally small, the problem is linearised.
Additionally in order to reduce the number of variables the vorticity vector is introduced ω =
∇×v. This leads to the following set of equations for the disturbed vorticity, velocity, magnetic
field, electric current components, and the disturbed temperature:

{D2 − u0ikx}ω̂z + (∂zu0)ikyŵ +Ha2{∂z + b0ikx}ĵz −
Ha2

Prm
(∂zb0)iky b̂z = λω̂z , (7)

{D4−u0ikxD2 + (∂2zu0)ikx}ŵ+
Ha2

Prm
{+D2∂z + b0ikxD

2− (∂2zb0)ikx}b̂z−Grk2θ̂ = λD2ŵ , (8)

{ 1

Prm
D2 − u0ikx}b̂z + {b0ikx + ∂z}ŵ = λb̂z , (9)

{D2 − Prmu0ikx}ĵz + {b0ikx + ∂z}ω̂z + (∂zb0)ikyŵ − (∂zu0)iky b̂z = λPrmĵz , (10)

{Pr−1D2 − u0ikx}θ̂ − {∂zT0 + i(∂xT0)
kx
k2
∂z}ŵ − i(∂xT0)

ky
k2
ω̂z = λθ̂ . (11)

Here the operator D = ik + [0, 0, ∂z] has been introduced.
The appropriate boundary conditions have been applied at the top and bottom rigid bound-

aries. In the case of thermal and electromagnetic boundary conditions, limit cases are considered
here: perfectly conducting or perfectly insulating. These conditions are:

ω̂z = 0 and ŵ = ∂zŵ = 0 at z = ±0.5 ,
θ̂ = 0 for thermally conducting and ∂z θ̂ = 0 for thermally insulating walls at z = ±0.5 ,
∂z ĵz = 0 and b̂z = 0 for electrically conducting walls at z = ±0.5 ,
ĵz = 0 and {∂z ± k}b̂z = 0 for electrically insulating walls at z = ±0.5.

3 Linear stability results

The problem has been solved numerically by the Chebyshev spectral collocation method and
the numerical linear stability results have been obtained. Characteristic lows are given by
the critical Grashof number, Gr, (giving the strength of buoyancy forces) as a function of
parameters. Beyond those critical values, the basic flow loses its stability. Such neutral stability
results have been calculated for fixed values of Pr and Ha, defining (Gr)crit for which an
eigenvalue has a real part equal to zero, by minimisation along kx and ky.

Here we present the results for the transverse modes (ky = 0) having their axes perpendicular
to the main flow. For Prm → 0 the electrical boundary conditions show no effect on the
transverse instabilities. The magnetic field stabilises these modes very efficiently shifting the
onset of instabilities to higher Grashof numbers. The stationary instabilities reach the limiting
values at Ha ' 14.5 for the thermally conducting case and Ha ' 11.5 for the thermally
insulating case, before their disappearance (Figs. 2 and 3). The wavenumbers are slowly
decreasing with Ha until reaching the minima just before the disappearance of these modes. At
the higher values of Ha, instabilities appear mainly as a result of potentially unstable thermal
stratification zones near the horizontal boundaries and exist only for thermally conducting
cases.

The inductionless approximation is confirmed to be valid for Prm up to Prm = 10−4 for the
range of Ha considered here. An increase of the value of Prm results in a divergence between
the two cases of electromagnetic boundary conditions.
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The stationary branches, for all the boundary conditions, lie very closely to one another for
different magnetic Prandtl numbers, with the lower Prm modes disappearing at slightly lower
Ha values. The wavenumber decreases with the increasing Prm, which is apparent for the ther-
mally insulating cases (Figs. 4 and 5; notice that all the modes in these figures are stationary).
The increase of Prm number has a stabilising effect on thermal oscillatory branches for both
cases of electromagnetic boundary conditions (Figs. 2 and 3). The osciallatory instabilities
appear at higher frequencies for the higher Prm, while the wavenumbers decrease causing the
increase of the marginal cells.

We observed new branches of instabilities for the cases of electrically insulating walls (Figs.
3 and 5). The new modes appearing at higher Ha in the case of thermally conducting bound-
aries are more stable (Fig.3), with low wavenumbers and relatively low frequencies. The new
stationary instabilities, appearing for both thermally conducting and insulating boundaries,
become the most dangerous modes (Figs. 3 and 5).
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4 Conclusions

The results show that the inductionless approximation is valid for the values of Prm up to
Prm = 10−4 for the range ofHa considered here. Further increase of Prm will cause a divergence
between different modes, depending on the boundary conditions, and on the values of critical
parameters. For the case of electrically insulating boundaries there are new most dangerous
instabilities appearing for the whole range of Ha. The detailed results of this investigation,
together with the results for the longitudinal modes will be discussed in a full journal paper.
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Abstract: The present work provides space- and time-resolved measurements of the 
temperature field inside a simplified flat-plate heat exchanger made of Gadolinium which 
serves as the magneto-caloric material (MCM). To measure the temperature field during 
periodic magnetization and demagnetization cycles of the MCM, both thermocouples and a 
Mach-Zehnder interferometer were used. Particular attention is paid to the analysis of the 
thermal boundary layer close the MCM, from which the heat flux into the fluid can be 
calculated.  
 
1. Introduction 
 
Magnetic cooling, based on the adiabatic temperature change of magneto-caloric materials 
(MCM) in a changing magnetic field, is an emerging new cooling technology [1]. Due to 
important advantages compared to conventional cooling based on gas compression, this 
technology has drawn an increasing concern. It has the potential of operating more silently 
and uses both non-toxic solid cooling material and environment-friendly heat transfer fluids. 
Besides, zero ozone depletion potential and less energy consumption makes it a promising 
alternative of next generation cooling technology. Furthermore and most importantly, the 
magneto-caloric cooling machines potentially possess a high efficiency, which is theoretically 
close to the Carnot cycle [1]. 
 
Despite increasing research on the thermodynamic principles and measurements [2,3] of 
magneto-caloric effect (MCE), corrosion and anticorrosion substitute solution studies [4] 
numerous issues have to be resolved before a widespread commercial use of the technique is 
achieved. The significant heat resistances in the active magneto-caloric regenerator, i.e. the 
suboptimal heat transfer from the MCM into the heat transfer fluid belong to these issues. 
 
In this work, we provide for the first time space- and time- resolved temperature measurement 
in a simplified prototype of an active magnetic regenerator. For this purpose, both a Mach-
Zehnder (M-Z) interferometer and direct measurement with thermocouples were applied to 
map the temperature field of the heat transfer fluid. Additionally, numerical simulation of the 
one-dimensional heat conduction was performed to facilitate the selection of heat transfer 
fluids suitable for interferometry. 
 
2. Experimental setup and numerical simulation 
 
Gadolinium (99.5% pure) was used as MCM. The Gd plates have an area of 9.6 mm x 9.6 mm 
and a thickness of 0.8 mm and were polished to a roughness of less than 0.01 mm. Two Gd 
plates were glued at the side walls of an optical cuvette (Hellma) with an inner geometry of 10 
x 10 x 10 mm3. The resulting space between the Gadolinium plates is 8.4 mm. This cuvette 
was filled either with deionized water or synthesis grade n-decane. Two NdFeB magnets (50 x 
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30 x 12 mm3) were used to generate a magnetic field of 350 mT inside a gap of 15 mm. The 
inhomogeneity at height of the Gd plates is less than 3 mT. The pair of magnets is mounted on 
a 1-D motorized translation stage to generate a periodic magnetic field by means of which the 
Gd plates are exposed to periodic magnetization and demagnetization cycles. The 
experimental setup is schematically illustrated in Fig. 1.  
 

 
 

Figure 1: MCE measurement under a homogeneous magnetic field 
 
Initially, the direct temperature measurements of the temperature change of Gd were 
performed with 0.25 mm thick ungrounded Type E thermocouples. For these measurements, 
four thermocouples were inserted into the gap of two parallel Gd plates, i.e. they are directly 
sandwiched by the plates. The thermocouples were adhered to the Gd plate and connected to a 
digital multimeter (Keithley 2700 including switching model 7708). The temperature data, 
gained by the thermocouples, served as calibration data for interferometric measurement to 
increase the accuracy and extend the measurement area of temperature field specifically near 
the surface of the Gd plates.  
 
In the next step a Mach-Zehnder (M-Z) interferometer, employing a He-Ne laser (632.8 nm), 
was used to monitor the time and space- resolved temperature field T(x,y,t) during periodic 
magnetization and demagnetization of Gd. The interferograms were recorded with a frame 
rate of 30 Hz. Each experiment set was repeated for at least 3 times. 
 
To support the selection of a heat transfer fluid which is suitable for temperature 
measurements in the interferometer, the one-dimensional unsteady heat conduction equation 
in the form 

𝜕𝑇
𝜕𝑥

= 𝑘
𝜌𝑐𝑝

𝜕2𝑇
𝜕𝑥2

                                                             (1) 

is solved by means of the finite volume method. In eq. (1), T is temperature; x is space 
distance normal to the Gd plate; k is the heat conductivity; ρ the density and cp is the specific 
heat capacity. The harmonic mean heat conductivity k at the boundary of Gd and fluid is 
defined as 

                                       𝑘 = 1
1

𝑘𝐺𝑑
+ 1
𝑘𝑓𝑙𝑢𝑖𝑑

.                                           (2) 

In accordance with our application, natural convection during heat transfer from Gd to fluid or 
vice versa can be neglected due to the small temperature differences.  
                                                           
3. Result and discussion 
 
Fig. 2 shows the temperature changes at the surface of the Gadolinium plate during one 
complete cycle of magnetization (120 s) and demagnetization (120 s), measured by four 
thermocouples at room temperature by T0=(295.2±0.2) K. Immediately after magnetization, 
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the temperature rises by ΔT = (0.35 ± 0.05) K to exponentially decrease later on to T0. Here, 
the temperature histories of the four thermocouples agree well since the temperature 
differences between the four thermocouples are less than 0.1 K. After removing the magnet, 
the temperature rapidly drops down by ΔT.  

 
Figure 2: Temperature measurement with thermocouples during a full cycle of magnetization 

and demagnetization over 120 s. 
 
In the next step we have investigated, by means of Mach-Zehnder interferometry, how the 
measured temperature change of the Gadolinium plate translates into the temperature field of 
the fluid surrounding the Gd plate. First, water was taken for that purpose because it is 
naturally the first choice of an environment friendly heat transfer fluid. However, Fig. 3a 
shows the disillusioning result that the temperature rise in water is smaller than the noise in 
the measurement, hence not reliably resolvable by the instrument.  

     
(a)                                                          (b) 

Figure 3: (a) M-Z Interferometer temperature measurement of heat transfer from 2 magneto-
caloric plates into water; (b) 1-D unsteady thermo-diffusion simulation of heat transfer into 

water between two parallel magneto-caloric Gd plates. 
 
The simulation in Fig. 3b reveals the reason why. It shows the 1-D temperature profile normal 
to the Gd plate with progressing time. Only in the very beginning, a measurable ΔT of about 
0.3 K appears. However, by virtue of the comparatively high thermal diffusivity κ = k / (ρ cp), 
of water this temperature rise is diminished to less than 0.1 K within about 5 sec. 
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Figure 4: 1-D temperature profile versus time at the center of the Gd plate as obtained from 1-
D simulation of the unsteady heat conduction equation (1) of the MCE with n-decane. 

 
After simulation of several other organic liquids of smaller heat capacity, n-decane turned out 
to be the best compromise. Fig. 4 shows the corresponding 1-D temperature profile T(x) after 
an adiabatic temperature increase of Gadolinium of 0.5 K. On comparing the simulation of the 
MCE when using either water (Fig. 3b) or n-decane (Fig. 4) as heat transfer fluid, it is obvious 
that a clearer and measurable temperature profile with n-decane is theoretically achievable. 
 
The results of the M-Z interferometer experiments using n-decane in the setup of Fig. 1 are 
shown in Fig. 5. Here, the temperature field is plotted both after 5 s of magnetization (Fig. 5a) 
and after 5 s of demagnetization (Fig. 5b) with 350 mT. The two Gadolinium plates are 
located at both vertical boundaries perpendicular to the measurement arm of M-Z 
interferometer and appear in Fig. 5 as vertical boundary at the left and right side of each 
picture. The figure shows nicely the formation of the thermal boundary layers at the Gd plates. 
Heat losses in the upper and lower part of the optical cell as well as a minor variation of the 
thickness of Gd plates contribute to a slight imperfection of the isotherms. As a result, the 
isotherms are a bit convex instead of exactly one-dimensional.  

  
 

(a)                                                                      (b) 
Figure 5: M-Z Interferometer measurement of temperature field in n-decane: (a) 5 s after 

magnetisation and (b) 5 s after demagnetisation. 
 

The temperature profiles normal to the Gd plates in the cell center, derived from the 
temperature field in Fig. 5a are plotted with progressing time during the magnetization phase 
in Fig. 6. The horizontal coordinate is the distance normal to the surface of the Gd plate. The 
vertical coordinate is the temperature of the n-decane at the specified position. The 
developments of the T(x) profiles with time is clearly visible. The reason why the measured 
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temperature maximum of 0.15 K after 5 s stays below the maximum temperature rise detected 
by the thermocouples (0.35 K) is related to the fact that region very close to the Gd plates is 
currently not visible for the interferometer. 
 

 
 

Figure 6: Temperature profile T(x) with progressing time during the magnetization phase, 
measured by the M-Z interferometer. 

 
This problem is related to the difficulties in the adjustment of the Gd plates parallel to the 
measurement arm of M-Z interferometer. This leads to a reduction of the accessible field of 
view in the cell as illustrated in Fig. 7. However, the tilt angles α and β are small and 
considerably less than 1°. As a result, the temperature data near the Gd plate, i.e. over an 
interval of Δx≈0.2 mm are missing.  
 

 

 
 

Figure 7: Sketch of the observable area of the M-Z interferometer caused by a small tilt of the 
Gd plates in the optical cell.  

 
Current work is devoted to two issues: (i) to combine the temperature data acquired by both 
methods (M-Z interferometer and thermocouples) to obtain the complete time- and space- 
resolved temperature profiles. (ii) By implementing a magnetohydrodynamic convection we 
seek to enhance the heat transfer from the Gd plates into the heat transfer fluid. 
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BELYAEV1 I.A., GENIN1 L.G., LISTRATOV1 YA.I., SVIRIDOV1 V.G., 
SVIRIDOV1 E.V., IVOCHKIN2 YU.P., RAZUVANOV2 I.G. 
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Complex experimental study and numerical simulation of liquid metal (LM) flow and heat 
transfer in various MHD configurations affected by longitudinal or transverse magnetic field 
(MF) have been performed [1]. The experimental studies are conducted in MHD facility by a 
joint team of MPEI-JIHT RAS. The MHD facility combines two mercury loops, where 
investigations in a longitudinal and in a transverse MF are available (Fig.1). It is well known 
that mercury is not considered as a possible coolant in energetics. However, mercury is, 
undoubtedly, the best of the working media for experiments on the MHD heat transfer. 
 

                
 

Figure 1: MPEI and JIHT RAS loop for investigations of mercury flow and heat transfer in  
the longitudinal and transverse magnetic field. 

 
Flow in horizontal, vertical and inclined tubes have been considered. Examined 
configurations are shown in Fig. 2, where outlined vectors: V - the velocity of the flow, g - 
the free fall acceleration, B – the MF induction. Heating is uniform in length, and, in general 
case, heterogeneous on the perimeter of the cross-section of the tube or channel (Fig. 3). The 
geometry of the flow and MHD convective heat exchange correspond to the various situations 
of the cooling channels in blanket and divertor of a tokamak- reactor. 

The length of the heating zone and the uniform MF area are, respectively, 42d and 
29d, where the tube diameter d=19mm.Channel section is 16x56. mm. Measurements in the 
mercury flow have been provided by probe methods using various sensors: thermocouples, 
correlation and electromagnetic velocity sensors. With the help of micro thermocouples, 
three-dimensional (3D) fields of average temperature and temperature fluctuations were 
measured, then local (along the perimeter  and  the length of the tube) and average heat 
transfer coefficients were defined. The probe technique for wall temperature measurements 
made in possible to eliminate the error associated with the thermal contact resistance at the 
liquid metal-solid wall boundary. Correlation and electromagnetic sensors were used to 
measure longitudinal and transverse components of local velocity. Experiments were fully 
automated. 
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Figure 2: Flow configuration: a) horizontal heated tube in the longitudinal or transverse MF, b) down 

flow in an inclined to the horizon tube in the longitudinal MF, c) down flow in the vertical tube in 
transverse MF, d) down flow in the vertical rectangular channel in transverse MF. 
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Figure 3: Heating configurations. 
 

Table 1.Criteria in experiments. 
Criterion JIHT Loop MPEI Loop 

ν
wd

= Re
 

5·103÷1.2·105 5·103÷7·104

μ
σBd= Ha

 

Transverse MF 
0÷500 

Longitudinal MF 
0-480 

2

4

q  Gr
λν
βqdg

=
 

0÷108

 
Along with the experiments, numerical simulation of MHD heat transfer has been 

developed. The basic of the estimated model is a system of Reynolds averaged Navier-
Stocks(RANS) equations. The Boussinesq approximation and the authors model of MF affect 
on the turbulent transfer of momentum and heat were used. 

Analysis of all the experimental data taken together allows us to make two general 
conclusions about the nature of the joint effect of the MF and thermo gravitational convection 
(TGC) on the flow and heat transfer of the LM in the tube. 

The first one is the existence, in some modes, the areas of “degraded” local heat transfer 
and, as a result, the extremely nonuniform distribution of mean wall temperature along the 
perimeter of tube cross section.  

For example, in horizontal tube affected by longitudinal MF TGC manifests itself in the 
form of large longitudinal vortices (Fig. 3) with axes parallel to the vector of the MF 
induction. MF stabilizes these vortices. As a result, flow loses axial symmetry, heat 
distribution becomes inhomogeneous in the tube cross-section, with the formation of zones of 
«degraded» and «enhanced» heat transfer. We call heat transfer «degraded » when local 
Nusselt criteria are below laminar values NuL= 4.36 [2]. 
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It is an frequent situation when the designers of heat exchangers, in case of lack 
preliminary information on heat transfer, use the laminar value NuL = 4.36 as «the lowest 
possible». As it can be seen for example in Fig. 3, this cannot be done, because the local 
Nusselt criteria can be significantly lower. 

-1,          - 2,
-3,          - 4

1/Nu

0 90 180 270 360

ϕ
-0.1

0.0

0.1

0.2

0.3

0.4
Θc

1/Nu

 

- 1
- 2
- 3

1/Nul

360 270 180 90 0

ϕ
-0.4

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Θw

1/Nu

 

g

V

B

qc

g

V

B

qc

g
V

B

qc

g
V

B

qc
 q1 

⊗
W

q
c

0

π

ϕ

a) longitudinal MF, homogeneous heating  b) transverse MF, inhomogeneous heating 
Figure 3: Dimensionless wall temperature Θ along the perimeter of the horizontal tube cross 

section z/d=37, points – experiment, lines – calculation  Re = 10000, q = 35 kW/m2(Grq = 0.8⋅108): 
1) Ha = 0; 2) 150; 3) 300; 4) 450; 

 
In the vertical tube affected by transverse MF there is also heterogeneity of the wall 

temperature along the perimeter of the tube section (Fig. 4) [3]. However, physical reason in 
this case is different. The matter is in the presence of Hartman effect in the transverse MF. 
This effect leads to a flattening of velocity profile in the direction of the magnetic induction 
vector, while in the perpendicular direction speed profiles have an elongated shape, typical for 
laminar flow. Strong axial asymmetry of the velocity profile and reinforced counter TGC 
leads to the heterogeneity of local heat transfer coefficients and wall temperature along the 
perimeter of the tube cross section. 
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Figure 4: Dimensionless wall temperature Θ along the perimeter of the vertical tube cross 
section z/d = 37 affected by the transverse MF with the homogeneous heating Re = 20000, q = 55 

kW/m2: 1) Ha = 0; 2) 100; 3) 220; 4) 320; 5) 500. Points – experiment, lines – experiment data 
approximation. 
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The second effect is the presence of extremely high temperature fluctuation of low 
frequency in the core of MHD flow and near the wall. Example of such fluctuations observed 
in one of examined configurations is shown on Fig.5. This effect present itself when TGC 
forces compete with MF forces. Such a situations develops in heated vertical tubes with 
downflow affected by transverse [4] or longitudinal [1] MF and in horizontal tubes affected 
by transverse MF when heating configuration produces unstable density stratification due to 
thermo gravitation [5]. The physical cause of both effects is the same:  the joint affect of MF 
and TGC upon the nonisothermal MHD LM flow, which results in generation of stable large-
scale quasi-2D vortices with the axes parallel to MF vector. The affect of MF upon the LM 
mean velocity profile is also essential. Both of these effects are dangerous for wall material. 
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Figure 5: Temperature fluctuation intensity field in the vertical tube cross-section z/d = 37,  
q1/q2= 55/0 W/m2 (Grq = 1.25⋅108), Re = 20000: а) На = 0; b) 300. 

 
 
 
 
 
 
 
 
 
 
 

88



0 5 10 15 20

t, c
-6

-4

-2

T', oC

0

2

4

6

а)  0 5 10

f , Гц
0

0.2

0.4

0.6

0.8

1
S

 

q1

ϕ

B

V

g

qc

0 5 10 15 20

t, c
-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

14

16

18

20

22 T', oC

b)   0 5 10

f , Гц

0

1

2

3 S

 
Figure 6: Characteristic temperature fluctuations and its power spectrum in vertical tube with 

inhomogeneous heating: z/d =37, q1/q2 = 55/0 кW/m2, Re =20000, transverse MF,  
at intensity maximum) На = 0; b) 330. 

 
The work is supported by the Russian Fund for Basic Research, the RF Ministry of Education 
and JSC “NIIEFA”. 
 
References 
 
[1]. Belyaev, I.A., Genin, L.G., Listratov, Ya.I., Melnikov, I.A., Sviridov, V.G., Sviridov, E.V., Ivochkin, Yu.P., 
Razuvanov, N.G., Shpanskiy, Yu.S.: Liquid metal heat transfer specific in a tokamak reactor. 
Magnetohydrodynamics, vol. 49 (2013), no. 1-2, 177-190. 
[2] Sviridov, V.G., Razuvanov, N.G., Ivotchkin, Yu.P., Listratov, Ya.I., Sviridov, E.V., Genin, L.G., Zhilin, 
V.G., Belyaev, I.A.:. Liquid metal heat transfer investigations applied to tokamak reactor. Proc. the International 
Heat Transfer Conference IHTC14 p.1-8, Washington, DC, USA, August 8-13, 2010. 
[3] Genin, L.G., Zhilin, V.G., Ivochkin, Yu.P., Razuvanov, N.G.,Sviridov, V.G., Shestakov, A.A., Sviridov, E.V. 
Liquid metal heat transfer in a vertical tube affected by transverse magnetic field. Proc. the 8th International 
PAMIR Conference on Fundamental and Applied MHD, France, 2011. 
[4] Melnikov, I.A., Razuvanov, N.G.,Sviridov, V.G., Shestakov, A.A., Sviridov, E.V.; An investigation of heat 
exchange of liquid metal during flow in a vertical tube with non-uniform heating in transverse magnetic field. 
Thermal Engineering, vol.60 (2013), no.5, pp 355-362. 
[5] Genin, L.G., Zhilin, V.G., Ivochkin, YUu.P., Razuvanov, N.G., Belyaev, I.A., Listratov, Ya.I., Sviridov, 
V.G.:.Temperature fluctuations in a heated horizontal  tube affected by transverse magnetic field. Proc. the 8th 
International PAMIR Conference on Fundamental and Applied MHD, France, 2011, p.37-43. 
 

89



TURBULENT CONVECTIVE HEAT TRANSFER IN A LONG CYLINDER WITH 
LIQUID SODIUM 

 
MAMYKIN1 A., FRICK1 P., KHALILOV1 R., KOLESNICHENKO1 I., 
PAKHOLKOV2 V., PAVLINOV1 A., ROGOZHKIN2 S. 
1Institute of Continuous Media Mechanics, Perm, Russia 
2JSC “Afrikantov OKBM”, Nizhny Novgorod, Russia 
E-mail address of corresponding author: mad@icmm.ru

 
Abstract: Turbulent convection at low Prandtl numbers is studied experimentally. The 
experiments are performed in a cylindrical cell of large aspect ratio (H/D = 5) at different 
angles of inclination from vertical. The cell is filled with liquid sodium. The range of 
Rayleigh number is  The averaged and spectral characteristics of 
temperature fluctuations are measured by thermocouple sensors and mean velocities are 
calculated using the cross-correlation analysis of these fluctuations. 
 
1. Introduction 
Experimental studies of sodium convection in cylindrical vessels are necessary to providing 
project calculations and verification of CFD codes on the example of a cylindrical cell (pipe 
section) and to better understanding turbulent convective processes occurring in the cooling 
circuits pipes of reactor facilities with sodium coolant. Currently available investigations 
devoted to the study of convection in fluids with small Prandtl number are performed on cells 
with aspect ratio of not greater than one [1-2]. In this paper we present results of an 
experimental study of convective flow of sodium in a relatively long cylindrical vessel in 
various positions (horizontal, inclined by 45°, vertical channel). 
 
2. Experimental set-up 
The experiments are carried out in a cylindrical container made of stainless still with an inside 
diameter of D = 0.168 m and a height of H = 0.850 m. Heating and cooling are produced by 
end heat exchangers. Hot heat exchanger consists of four closely adjacent to each other 
copper plates 15 mm in thickness. In directly adjacent to sodium cooper plate are drilled holes 
and turned channels for 5 thermocouples installation. Two of them are immersed in sodium at 
5 and 1 mm for the boundary conditions measurements. Other 3 thermocouples are used for 
monitoring the radial uniformity of heating. The rest 3 copper plates have a cavity for 
placement of electric heating elements. The heater produces a maximum power of 6 kW. Cold 
heat exchanger is made of two copper plates of 15 mm thick. One of them, which directly 
adjacent to sodium, is identical to above-mentioned measuring plate and contains 5 
thermocouples. In the second copper plate is turned channel for circulating cooling fluid. As 
the cooling fluid we use the mineral oil. A sketch of the experimental device is shown in Fig. 
1 left. Additionally, the experimental setup includes the sodium storage system, the cell filling 
system, the frame to install the cylinder and lock it at predetermined angles, a set of sensors, 
the system for remote monitoring, the system for parameters of heating and cooling control, 
the system for measurements and acquisition of experimental data. 
 
3. Measurement techniques. Cross-correlation method. 
Measurements in sodium are performed using thermocouples made of the chromel-alumel 
thermocouple cable placed in a tube with an outer diameter of 1 mm. The space between the 
thermocouple and the tube wall is filled with mineral insulation, withstands temperatures up 
to 800 °C. Installation of thermocouples into the vessel is performed using an additional tube 
diameter of 3 mm and a length of 100 mm. It is welded to the channel, and then it is soldered 
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thermocouple (Fig. 1 right). Data acquisition from each thermocouple is produced with a 
frequency up to 75 Hz. 
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Figure 1: A sketch of the experimental cell (left); a scheme of thermocouple sensor (right). 

 
Velocity measurements in liquid sodium are generally difficult to perform due to the opacity 
and aggressiveness of the melt at high temperature. However, it is possible to receive mean 
velocity values by calculating the cross-correlation of temperature fluctuations on the 
neighboring thermocouples. In case of a turbulent convection of the liquid medium there are 
overheated areas, which move together with the flow. Passing successively through two 
temperature sensors, such areas cause the bursts of temperature on these sensors with a certain 
time delay. Knowing the value of this delay and the distance between the sensors, the mean 
flow velocity in the space between these sensors can be defined. The maximum of cross-
correlation function determines the mean time delay between the bursts on the neighboring 
sensors. In case of our experimental set-up, cross-correlation function is drawn for each pair 
of sensors in a line of thermocouples that allows us to get the velocity distribution along the 
cylinder (Fig. 2).  
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Figure 2: Velocity calculation for the inclined cylinder. 1-6 – on left: thermocouples pairs for which 
the cross-correlation function is drawn; on right: an example of functions obtained for these pairs; 7 – 

hot heat exchanger; 8 – cold heat exchanger; 9 – overheated areas; 10 – flow. 
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4. Results and discussions 
 
Measurements are carried out in a stationary mode with a preset temperature of hot heat 
exchanger Th. For each cylinder position from 5 to 7 experiments with different power of 
heating are conducted. Fig. 3 shows a scheme of a horizontal vessel applied with a time-
averaged value of temperature minus the average temperature in the channel and the average 
velocity for Th = 225°С. 
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Figure 3: Horizontal vessel with applied experimental data. A dashed arrow with italic numbers shows 

direction and values of the average velocity. 
 
At horizontal position of the cylinder experiments are carried out for Th = 175; 200; 225; 250; 
275; 300; 325 °C which correspond to the Rayleigh number Ra = 0.49; 0.57; 0.67; 0.80; 0.93; 
1.09; 1.27 * 105  calculated according to the formula: 

 
where r - radius of the cylinder, β - expansion coefficient, ν - kinematic viscosity, χ - thermal 
diffusivity, g - acceleration of gravity.  
Velocity and temperature distribution along the cylinder are shown in Fig. 4. 

 
Figure 4: Velocity and temperature distribution along the horizontal cylinder. 1-7 correspond to 

different values of Th.;8-9 correspond to Na-(heat exchanger) boundaries. 
 
Fig. 5 shows a scheme of an inclined channel applied with the experimental data for Th = 
275°С. At such position of the cylinder experiments are carried out for Th = 175; 200; 225; 
250; 275 °C which correspond to the Rayleigh number Ra = 0.34; 0.4; 0.45; 0.52; 0.63 * 105. 
Velocity and temperature distribution along the cylinder are shown in Fig. 5, right. 
Fig. 6 left shows a scheme of a vertical channel applied with the experimental data for Th = 
175°С. Fig. 6 top right shows plots of cross-correlation functions. It can be seen that the 
maxima of the curves are poorly expressed and near zero in the time axis. This indicates that 
the amount of overheated areas that have passed through a pair of thermocouples in one and 
in the opposite direction is about the same. Thus, large-scale flow in the vertical cylinder 
cannot be registered.  
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Figure 5: Inclined vessel with applied experimental data (left). Velocity and temperature distribution 

along the cylinder (right). 1-5 correspond to different values of Th. 6-7 correspond to Na-(heat 
exchanger) boundaries. 
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Figure 6: Vertical vessel with applied experimental data (left). Cross-correlation functions (top right); 
temperature distribution along the cylinder (bottom right). 1-5 correspond to different values of Th. 6-7 

correspond to Na-(heat exchanger) boundaries. 
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At vertical position of the cylinder experiments are carried out for Th = 175; 200; 225; 250; 
275°C which correspond to the Rayleigh number Ra = 0.63; 0.77; 0.91; 1.05; 1.23 * 105. 
Fig. 7 shows typical spectra of temperature fluctuations for thermocouples F1-F4 for all 
positions of the cylinder. 
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Figure 7: Typical spectra of temperature fluctuations for thermocouples F1-F4. From top to bottom - 

horizontal, inclined at 45° and vertical positions of the cylinder. Straight line – shows the Kolmogorov 
slope (-5/3). 

 
For the case of a horizontal cylinder (top row in Fig. 7), it is obvious that form of the spectra 
changes along the cylinder from hot to cold heat exchanger - spectrum noticeably "sags", 
indicating a decrease in energy of turbulent fluctuations when approaching the cold heat 
exchanger. Moreover, there are obvious peaks at a frequency of about 0.15 Hz on the spectra 
of thermocouples F3 ÷ F5. Also, an inertial interval on the spectra of thermocouples F1 ÷ F3 
exists. 
In the case of cylinder inclined by 45° (middle row in Fig. 7), with removal from the hot heat 
exchanger spectra also "sags", but not so fast as in the case of the horizontal cylinder. At the 
same time on the spectra of all thermocouples inertial intervals are allocated. 
In the case of a cylinder, vertically mounted, form of the spectra along the cylinder does not 
substantially changes. Thus on the spectra of all thermocouples inertial intervals are allocated. 
Above-presented spectra indicate a turbulent nature of the convective flow in the cylinder at 
all considered conditions. The Reynolds number takes, however, a moderate value in the 
range varying from 3290 (minimum heat in horizontal cylinder) to 8050 (maximum heat in 
the inclined cylinder). Indeed, the spectra of the temperature fluctuations in the horizontal 
cylinder indicate that the inertial interval appear only in the area of average speed maximum 
values (in the floating up area near the hot heat exchanger and, apparently, floating down area 
near the cold heat exchanger.) 
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Abstract : Heat transfer in the Pb-Bi loop with inductive heat source as a model for proton 
beam caused heat deposition is considered. The experimental setup for inductive heating does 
not allow an easy estimation of the deposited total power and its spatial distribution, therefore 
the total power has been determined indirectly using temperature measurements upstream and 
downstream of the heated region and flowrate data. The heat source spatial distribution has 
been determined by axis-symmetric finite element model describing time harmonic magnetic 
field created by the inductor coil. The calculated temperatures agree well with time averaged 
thermocouple measurements. 
 
1. Introduction 
 
The aim of the MEgawatt TArget: Lead bIsmuth Cooled (META:LIC) development has been 
to provide of a comparative target solution to the reference target for ESS [1]. To validate the 
META:LIC design, experiment focused on thermo-hydrodynamics of the liquid metal flow 
and was conducted on a mock-up of the META:LIC target at the LBE loop at the Institute of 
Physics of the University of Latvia (IPUL). The LBE loop has a total length of 10 m and 1100 
kg of LBE. The loop is equipped with a cylindrical electromagnetic induction pump with 
permanent magnets, which is able to provide a liquid metal flow rate up to 12.0 l/s-1 at 
discharge pressure of 4.0 bars. Two flow meters of the induction and conduction types, as 
well as a Venturi tube are installed on the loop. Pressure is monitored with high temperature 
pressure transmitter 35 XHTC from KELLER AG. 
The heat deposition by proton beam is modelled with inductive heat source. The heating is 
realized with the aid of a coil (inductor) connected to the high frequency 15 kHz generator. 
The core of the inductor has been made from the epoxy resin with ferromagnetic particles 
distributed in the resin, the experimentally determined relative permeability 100. The 
experimental setup for inductive heating does not allow an easy estimation of the deposited 
total power and its spatial distribution, therefore the total power has been determined 
indirectly using temperature measurements upstream and downstream of the heated region 
and flowrate data. The heat source spatial distribution has been determined by axis-symmetric 
finite element model describing time harmonic magnetic field created by the inductor coil. 
Software FEMM [2] is used for electromagnetic problem and ANSYS Fluent [3]  for 
hydrodynamic and heat transfer.  
 
2. Experimental setup 
 
The test section geometry is shown in fig 1. Thermocouples are located at different depth in 
the melt 2, 4, 6 and 10 mm from the wall. The numbering of thermocouples is shown in fig 2. 
The thermocouples Tc.t.1-10 are located in close vicinity to the heated zone and, due to the 
specific character of the heat deposition in the experimental setup, can be used for 
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determination of the temperature distribution. The thermocouples Tc.t.12-14 are located 
upstream the heated zone and measure the inflowing metal temperature, whereas Tc.t.0 and 
Tc.t.11 are located downstream the heated zone and are used for the outflowing metal 
temperature regarding to the heated zone. The measured temperatures by these thermocouples 
(Tc.t.12-14, Tc.t.0 and Tc.t.11) should be regarded as volume averaged ones due to the 
turbulent mixing and relatively high distance from the heated zone.  

  
Figure 1: Test section geometry and thermocouple location. 

The heat transfer in the loop has been modelled with the inductive heating. The heating is 
realized with the aid of a coil (inductor) connected to the high frequency (15 kHz) generator, 
see fig 2. At the chosen frequency the skin depth for stainless steel is about 3,5 mm, therefore 
the heat source for the melt can be considered as a heat flux at the surface. Temperature 
measurements with three locations of the inductor have been carried out. They are denoted as 
left, center and right according to the shown in fig 2 inductor location relative to the 
thermocouples Tc.t.1-10.  The experimental setup for inductive heating did not allow an easy 
estimation of the deposited total power and its spatial distribution, therefore  the total power 
had to be determined indirectly using temperature measurements upstream and downstream of 
the heated region and flowrate data. 

Figure 2: Thermocouple location and numbering and the inductor for heating. 

The deposited power has been determined from the integral flow parameters. We use as a 
characteristic temperature  for the entrance of heated region and  for the exit of heated 
region. The power then is determined as . The determined values of 
power for three heater locations (left, center and right -  and average ) are 
presented in table 1. One has to take into account, however, that the measurements are made 
at specific moments of time and the unsteady character of the flow leads to the temperature 
fluctuations, decreasing the accuracy of steady state predictions from small number of 
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measurements in time. Nevertheless, this method allows the determination of the total 
deposited power in the melt even if the accuracy is not very high.  

Table 1: Deposited power determined from integral flow parameters 

Q(l/s)  (kW) (kW)  (kW)  (kW) 
2 6.52 5.63 5.65 5.93 
4 9.04 7.23 6.80 7.69 
8 7.50 7.68 7.05 7.41 

 
3. Inductive heating model 
 
Another problem is connected with the heat source density distribution over the surface of the 
channel. The heat source spatial distribution has been determined by axis-symmetric finite 
element model describing time harmonic magnetic field created by the inductor coil with 
software FEMM [2]. The parameters used in calculations are presented in table 2.  

Table 2: Electrical parameters of the materials 

Material Electrical 
conductivity (Ms/m) Relative permeability 

316 stainless steel 1.334 1 
Pb-Bi 0.9 1 
core 0 100 

 
The axis-symmetrical model consisting of core, coil, stainless steel channel wall and lead-
bismuth melt with used finite element mesh is shown in fig 3. Due to the high inductor 
frequency the mesh in channel wall is very fine and the depth of lead-bismuth in the model is 
limited.  

2.5mm
[inductor:100]

316 Stainless Steel

Pb-Bi

Core

316 S

  
Figure 3: Finite element mesh for vector potential calculation. 

The calculated current density and Joule sources are presented in fig 4. As expected, due to 
the small skin depth, the most of the heat is deposited in channel wall and only small part 
directly in the liquid metal. 
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Figure 4: Magnitude of current density (left) and Joule heat source density on the wall surface 

(right). 

This is confirmed by the integral values of the dissipated heat power presented in the table 3. 
These results indicate, that heat flux boundary condition can be applied to describe the heat 
source in the considered experimental setup. By decreasing the supply frequency, the skin 
depth will increase and a volumetric heat source model would be more appropriate.  

Table 3: Total dissipated power in stainless steel wall and Pb-Bi 

Zone Power (%) 
stainless steel 90.4 

Pb-Bi 9.6 
 

As can be seen the heat source density is not homogeneous, the maximum is located under the 
coil and the minimum is located in the middle of the core. This certainly raises the question 
on how appropriate is the considered heat source for the modelling proton beam heat 
deposition, because in the beam the maximum is located in the center. Apparently the 
proposed method can be used for integral heat transfer model experiments without aiming at 
precise temperature distributions. At present stage it is assumed that the power is located in 
the outer half of the radius of the circular surface with diameter 80 mm. 

4. Heat transfer model 
 
The heat transfer has been calculated with Ansys Fluent 12. k- ω SST model of turbulence. 
Pb-Bi properties are taken from [4]. The comparison of measured and calculated values of the 
temperature at the thermocouple Tc.t8-10. locations (table 4) shows good agreement. Despite 
symmetrical inductor and thermocouple arrangement, the measured temperature distribution 
is not symmetrical to the channel middle plane. The downstream geometry has impact on the 
flow distribution in the heat transfer zone, therefore the results are limited to the specific 
geometry in the considered experimental setup. The present study has been focusing on the 
channel part downstream the heated zone, but certain influence is also expected from the 
upstream geometry. 
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Table 4: Calculated and measured temperatures 

Thermocouple 
location 

Calculated velocity 
(m/s) 

Calculated 
temperature ( ̊ C)  

Measured 
temperature ( ̊ C) 

Tc.t8 0.85 205.5 201.9 
Tc.t9 0.91 197.7 198.4 
Tc.t10 0.90 199.9 199.9 
 
3. Conclusion 
 

• The inductive heating can successfully be used for the modeling of the integral heat 
deposition in the spallation target. The local heat and temperature distributions are 
different. 

• By adjusting the frequency it is possible to achieve different depth of heat deposition. 

• Reliable determination of the total power might require some additional measurements 
of the temperature upstream and downstream the heated zone.  

• Heat source density distribution over the surface has to be determined separately 
experimentally or by solution of corresponding eddy current problem. 

• The unsteady character of the flow leads to the temperature fluctuations, decreasing 
the accuracy of steady state predictions from the measurements.  

• The results are limited to the specific geometry in the considered experimental setup. 
The loop geometry influences the flow conditions in the heat transfer zone, 
investigated case shows the downstream geometry influence, upstream geometry also 
might have influence on the flow and, consequently, heat transfer conditions in the 
heat deposit zone.  
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Abstract : We have used stirring of liquid metal impacted by the travelling magnetic field. As 
the travelling magnetic field direction changes, the flow is restructured in the bath filled with 
metal. The flow restructuring is of interest in terms of stirring process intensification. The 
paper presents the experimental and numeric research into the influence of the flow 
restructuring on passive impurity stirring process. 
 
1. Introduction 
 
Usually, stirring means a process during which the degree of homogenization increases. 
Stirring is widely used in industry to intensify preparation of mixtures (alloys in metallurgy). 
The process intensification enables saving time, energy, resources, and improving the finished 
product quality and reducing the reject rate. 

The impurity stirring research can not be wholly reduced to the velocity field study 
problem. However, if there is some convection, it is evident that degeneracy of spatial 
inhomogeneity of scalar field is mainly determine by the velocity field. Herewith the flow 
structure impacts stirring as much as the velocity amplitude. The paper is concerned with the 
study of the effect of passive impurity stirring intensity increase during the flow restructuring. 
The flow restructuring means the change of the flow structure occurring in several seconds. 

Application of the external rotating magnetic field reversal mode for impact on liquid 
metal was suggested in [1]. We used this method as applied to the travelling magnetic field to 
enable the flow restructuring. In [2] we have already generally studied the formation of 
stirring flow in molten metal by means of the travelling magnetic field. It was noticed that the 
impurity homogenization rate is slowed upon formation of “stationary” flow. Herewith, as the 
numerical study showed, the process can be intensified using the travelling magnetic field 
direction change (reversing).   

The electromagnetic forces in the melt in the mixer furnace bath are determined by 
amplitude and frequency of the electromagnetic field at the bath wall which is generated by 
the TMF induction coil current. So, the medium properties, cavity shape, amplitude and 
frequency of the current wholly determine the stirring process. It can be demonstrated how 
any change of these parameters influences the flow on qualitative estimate level. However, 
any estimate of the influence of the travelling magnetic field reversal (TMFR) on the flow 
structure is a more complicated problem. 

To estimate any influence of TMFR on the impurity stirring it is necessary to understand 
the processes occurring during reversing, especially those in the time interval from the 
travelling magnetic field direction change till achievement of a quasistationary mode by the 
flow. To that end some experimental measurements of the reversal mode velocity were 
performed, as well as numerical simulation of the passive impurity transfer.
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2. Experimental details 
The experiment was designed with the goal to study the molten metal flow in the reversal 

mode. The experimental setup consisted of: a bath, a travelling magnetic field induction coil, 
a power supply, a three-phase transformer. The velocity was measured using an ultrasonic 
Doppler velocimeter  (UDV, model DOP 2000, Signal Processing SA, Lausanne). The bath 
capacity was 8 L. The bath was manufactured of textolite, the front wall being made of 
organic glass. The working metal was gallium alloy (Ga 87,5%, Sn 10,5%, Zn 2%), in liquid 
phase at 170С or higher temperature. The liquid layer height was 9.5 cm. The vertical section 
of the bath is rectangular trapezoid with 9.5 cm height and 18 and 24 cm bases. 

 
Figure 1: Schematic of the experimental setup. 1. – liquid metal; 2 – magnetic field 

inductor; 3 – UDV probes; UDV – ultrasonic Doppler velocimeter; PS – power supply. 

UDV

PS 

 
A travelling magnetic field induction coil located under the bath bottom was used for 

formation of the flow in the melt. The induction coil created the volume force in the liquid 
metal directed along the bath bottom parallel to its side walls. The main forces were focused 
in the skin layer of the electromagnetic field near the bath bottom. 

The metal movement velocity was measured using ultrasonic Doppler anemometer (UDV, 
model DOP 2000, Signal Processing SA, Lausanne) equipped with 4 MHz sensors 
(TR0410RS diameter 10 mm, Signal Processing SA, Lausanne), operating in multiplexer 
mode. Five sensors UDV (1-5 channel, sensor numbering is from below upwards, see Fig. 1.) 
were located on the front ultrasonic-transparent plexiglass wall of the setup on a special, 
horizontally sliding rail. The center-to-center distance between the neighbouring sensors is 
1.5 cm. 
 
3. Numerical simulation  
 
Despite physical simulation is widely used in studying of multiphase media, it is often 
difficult to observe the conditions of similarity and to conduct experimental measurements 
which makes it necessary to prefer the numerical simulation when studying the impurity 
transfer.  

There are many approaches and models for the numerical study of multiphase flow 
behaviour which were embodied in several computation techniques which can generally be 
classified as one of two Euler or Lagrange methods. For purely Eurlerian methods, a common 
approach is to make the “one-fluid” assumption in which a number of different fluids are 
modeled as a single fluid with rapidly varying material properties[3] 

As a result, the system to be solved actually looks as follows: 
 

 
1( ) p

t
∂
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We consider the electrically conducting fluid, so the right hand side of the equation 
includes the electrodynamic body force induced by the travelling magnetic field. The 
approximate solution for the force in a flat layer of a conducting material induced under the 
influence of the travelling magnetic field in Fourier space was obtained in [4]: 
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This system was solved using library interFoam CFD model (included into OpenFOAM). 

The common property of the computation techniques used in OpenFOAM is the use of a 3D 
non-structured finite-volume grid, in addition, all models enable vectorizing the computation 
process. 

To estimate the stirring efficiency, we have introduced the stirring efficiency parameter 
which is just the mean square deviation of concentration in the whole volume. This parameter 
was normed for a unit to make it convenient. 

There are several approaches to stirring estimate. However, the researches use mainly 
some methods for their particular problem and conditions, for example: achievement of 95% 
homogenization of scalar field in the volume being mixed [5]. We use the efficient stirring 
time parameter in out approach. It is the time in which the initial stirring efficiency coefficient 
decreases by factor of 10. 

 
4. Results  
 
At a first approximation, the hydrodynamics of the process being studied without any use of 
reversal can be assumed as follows: At first, liquid is resting, once the inductor is switched on, 
the electromagnetic force accelerates the liquid and in some time the quasistationary flow is 
set in the liquid. In the experimentally measured mode the flow is one big stable whirl with 
small unstable whirls near the walls and corners of the bath. The maximum intensity of the 
flow is near the bottom and surface. The electromagnetic energy is used for the formation of 
a big whirl, its spin-up and dissipation of the energy on the walls. 

 

  
Figure 2:The flow pattern reconstructed using the experimental measurements (left) and 

the numerical computation results (right). 
 
The results of computations and experimental measurements of the velocity profiles along 

x  axis for 15 Hz frequency values in 200 А induction coil are shown in Fig 3. 
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Figure 3: Average velocity profiles (red line) obtained from computations vs 
experimentally measured profiles (black line). 

 
Fig. 3 illustrates that the numerical simulation results match with the experimental data 

well.  
As the numerical simulation results show, the impurity transfer dynamics in its turn can be 

illustrated as follows. At first (several seconds after the beginning) the intense dissolution of 
the impurity occurs. Some temporary whirls stirring the impurity occur. At the same time, the 
stable flow (a large-scale whirl) is formed. Once the stable whirl is formed and absorbs the 
impurity, the impurity in the center of the whirl is transferred as a whole due to possible 
suppression of any turbulent fluctuations, and its rearrangement slows down resulting in the 
decrease of the rate of the impurity “dissolution”. At the same time any turbulence facilitates 
the impurity breakaway and carrying away to the hydrodynamic swirl due to which stirring 
continues “slowly and surely”.  

 

 
Figure 4: An example of the numeric calculation for 0.01 Hz reversal frequency. 

 
When the reversal is used, the electromagnetic force is controlled in such a way that 

during the first half of the time interval the electromagnetic force acts in one direction, and 
during the second half of the time interval it acts in the opposite direction. 

Some experiments were conducted to study the reversal at different frequencies. The 
general conclusion of them was: the flow structure is only determined by the reversal 
frequency in a particular frequency range. At low frequencies, when the force action in a 
respective direction is dozens of seconds, the liquid is highly responsive to the force action, 
and the structure of the flow itself is one or two interacting whirls.  

At higher frequencies, when the reversal halfcycle is about on second, the liquid behavior 
is less predictable. Due to inertia of the liquid, when the low layers are decelerated and turn in 
the opposite direction, the upper layers still continue to move in the previous direction. So, as 
the reversal frequency increases, the whole flow is decelerated, becomes more complicated 
and unstable. The high-frequency reversal prevents the flow from the full development, and 
the velocity intensity is lower in this case than in the case where it is absent. Thus, the low-
frequency reversal, when the stationary mode and transfer mode co-exist, is of interest. 
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The experimental research into this mode revealed an interesting peculiarity. During the 
transitional flow some zones are formed in the liquid where the velocity exceeds one under 
the permanent stirring. Once the main flow is formed, the flow velocity is slowed down. It 
can be explained by the fact that less energy is consumed for the stationary structure 
maintenance than for the flow restructuring. During the restructuring a boosted turbulization 
occurs locally causing the increase of the kinetic energy dissipation and intensifying of the 
diffusion processes. 

The velocity profile formation process during reversal can be divided into several stages: 
1. There is a developed flow. 
2. After the reversal “the feeding” of this flow is suspended but still functions. At 

the same time the energy for formation of the other flow is exhausted. 
3. At the third stage a new structure is formed, the areas from the new and old 

structures existing simultaneously. The lack of energy for maintenance of the existing 
mode results in unstabilities which cause destabilization of the system and its 
destruction. Because the new flow embraces only some part of the whole volume, the 
velocity in such a flow exceeds the stationary flow velocity locally. 

4. The new structure becomes prevailing, and any rudiments of the old structure 
disappear. 

5. Spin-up of the new structure. 
 

5. Conclusion 
 
This paper investigated any influence of the flow restructuring using the travelling magnetic 
field reversal on the impurity stirring in the molten metal experimentally and numerically. 
The impurity homogenization in the flow under investigation proceeds influenced by three 
inter-related flows: A large-scale transfer of the impurity by big whirls, stirring by means of  
the full-scale medium movement up to turbulence scale, and stirring by means of the 
molecular diffusion. 

The research showed that the flow restructuring by reversing makes the flow more 
complex and divides the big and stable whirls into several ones. Thus the use of the reversal 
makes the energy distribution more uniform over the space. In addition, the reversal enables 
to locally achieve the short-term velocities exceeding those in a single-direction flow, thus 
making regions with the increased turbulization in a volume which also facilitate the stirring 
intensification. 

The work is supported by the RFBR (Grant 14-08-96002) and by the project of the 
International Research Group “Magnetohydrodynamic Stirring of Liquid Metal and Its 
Influence on the Solidified Alloy Structure”.
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Abstract 
It was shown with experimental and computational methods that the process of metal melting 
essentially depends on the intensity and hydrodynamic structure of eleсtrovortex flows (EVF) 
developing in smelting furnace. It was found that by controlling the EVF with an external 
longitudinal magnetic field one can reduce the melting time. 
 
1. Introduction 
The so-called electrovortex flow (EVF) is formed by the interaction of an electric current, 
spreding into the current-carrying fluid volume, with its own magnetic field [1]. It is assumed 
that in natural conditions electrovortex flow, as well as free convection [2], may be the cause 
of hydrodynamic structures similar to a tornado. In technology intensive EVF is observed in 
various high-current technological processes, for example, in the electroarc or electroslag 
remelting of metal [3]. Hydrodynamic structure of EVF was most fully investigated by 
numerical methods for working models of melting baths with axisymmetric geometry, in 
which the electrodes of different diameters were located at the butt-ends of the cylindrical 
shape container [3 - 5]. In [6] the pioneering measurements of the velocity fields of 
electrovortex flows were carried out in a cylindrical working section, the results of which 
indicate their complex multivortex structure.  In subsequent studies [7 - 9], devoted to the 
study of the electrovortex flows formed at the axisymmetric spreading of the electric current 
from a point source in a hemispherical volume filled with liquid metal, it has been 
experimentally shown that the hydrodynamic structure of EVT is substantially determined by 
the intensity and orientation of the external, even relatively weak magnetic fields acting on the 
experimental setup. In particular, it has been proven by experimental and computational 
methods that the paradoxical spontaneous horizontal swirl of the axisymmetric electrovortex 
flow in the hemispherical bath is caused by interaction between spreading electric current in a 
liquid metal with the magnetic field of the Earth. 

Furthermore it has been found that intensive swirling flow around the horizontal axis of the 
bath, due to the influence of the external longitudinal magnetic field leads to the formation of 
secondary vortices in the vertical plane and suppression the downward flow in the volume of 
current-carrying fluid, except a small region near the small electrode. Based on the results of 
earlier studies, one can assume that the presence of EVF and change of their hydrodynamic 
structure under the influence of the external magnetic fields affect the metal melting process. 
However, the analysis of literature revealed no studies on the quantitative characteristics of 
this effect. 

Therefore, we have carried out additional experimental and computational studies on the 
influence of EVF on electrosmelting of metals, methods and the results are shown below. 
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2. Experimental setup, measurement and calculation methods 
Experimental studies simulating EVF applied to electroarc remelting process were carried out 
at the setup shown in Fig. 1. An eutectic indium-gallium-tin alloy (weight content: Ga – 67%, 
In – 20.55, Sn – 12.5%, melting point +10.5 0С) was used as the working liquid in the 
experiments. Alloy filled copper hemispherical container with a diameter 188 mm which also 
served as a large electrode. Small electrode - copper cylinder with diameter 5mm with 
hemispherical end was immersed into the alloy in the middle of the working bath. Physical 
properties of the alloy are given in [10]. Power source developed on the basis of three-phase 
AC rectifier (I ≤ 1500A) was used to supply an experimental setup. To create an external 
longitudinal magnetic field the coil consisting of 15 turns of hollow copper tube (cooled with 
pumped water) was used. Coil power was supplied from a stabilized power source, providing 
smooth control of DC in the range from 0 to 100A. This system allowed to get the magnetic 
field with induction B = 5 × 10-3 T in the middle of the working area at a current of 100A. 

 
Fig. 1. Experimental setup. 1 — cooling vessel, 2 — water-cooled solenoid, 3 — heat insulation, 4 — heat 

exchanger, 5 — copper container, 6 — thermocouple probe, 7 — small electrode, 8 — current lead, 9 — eutectic 
alloy In-Ga-Sn, 10 — power supply of solenoid, 11 — refrigerator. 

 
Before the experiments special coolant - polymethylsiloxane (PMS-5) at a temperature of 
250C was poured into a cylindrical cooling tank, located in the gap between the working 
section and a solenoid. In addition, polymethylsi-loxane was pumped through the heat 
exchanger - tube wrapped around the copper container filled with alloy. These preliminary 
procedures allowed to cool alloy In-Ga-Sn up to 00C (at the air temperature 250C), i.e. 
substantially below its freezing temperature of ~ 100C. After liquid solidification in the whole 
volume of the hemispherical container, polymethylsiloxane was poured from the bath cooling 
system. Then an electric current was passed through the working area and heating and melting 
of liquid metal happened The probe-comb consisting of 8 chromel - alumel thermocouples 
with diameter of junction 0.5 mm was used to get thermograms in the volume of the alloy. 
The width and depth of the molten zone were measured with a special probe. 

In a numerical study of the influence of EVF on the metal melting process, so-called 
enthalpy-porous model built-in software package ANSYS Fluent was used [11]. In this model 
two-phase zone liquid - solid is considered as a porous medium with a porosity equal to the 
propor-tion of the liquid phase, and the pressure loss caused by the presence of not molten 
material was taken into account by introducing of an additional dissipative term into the 
motion equation. The conservation equations system of momentum, enthalpy and continuity 
was solved in inductionless approximation, i.e., consideration of the influence of magnetic 
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field on the velocity field and the temperature was taken into account by addition of the 
Ampere force F = j × B in the motion equation. 

To determine the current density j in all elements of the working area, including both 
electrodes, the equation for the electric potential Φ (div(σgradΦ) = 0) was solved with 
boundary conditions at the upper and lower end of the current leads Φ=Φ0 and Φ=0 
corresponding to a complete electrical current flowing through the setup. Current density j 
was calculated from the equation j =-gradΦ. More complete description of the calculation of 
the magnetic fields and forces acting on the electroconductive liquid is presented in [12]. At 
solving the motion equation, no-slip conditions were set on all surfaces, including open 
surface of metal because solid oxide film has been formed on it. For the energy equation on 
the borders with the air free convection conditions were set, and the temperature of the 
environment was considered 250C. 

 
3. Results 
Typical results of experimental studies on the spreading of the melting front deep down into 
the bath and the metal surface are shown in Fig. 2. Shapes of the melting curve boundary at 
different times in the whole volume of the metal shown in Fig. 3. Experiments were carried 
out at a current I = 400 A at the presence of the Earth's natural magnetic field (EMF), and 
adding there an artificially created longitudinal (relative to axis of the setup) magnetic field of 
solenoid with induction B = 5 × 10-3 T. The table below shows some data on rate and time of 
melting. 

As seen from these graphs, there is a significant difference in the shape of the melting front 
with the presence of artificially generated external magnetic fields, and its absence. 

In the first case, the shape of this curve follows the shape of the melting pool, and under 
the influence of EMF melting front has a typical shape elongated along the axis of the bath. 
Also the time of complete melting of the metal in the bath under the influence of an external 
magnetic field was 12% lower than in its absence. 

Analyzing presented results one can assume that the process of melting in the processing 
bath is as follows. At the start of heating of the metal with the electric current, a small portion 
of metal near small electrode melts.  

 

  
Fig 2. Moving the melting front in the direction of the axis of the metal bath and radially on its surface. 

I = 400А. Influence of (a) – Earth’s magnetic field (EMF) (В~5×10-5Тл); (b) – EMF and solenoid В= 5×10-3 Тл. 
1 и 2 – coordinates of melting point on axis and radius of the bath. 

 
EVF occurs in the molten liquid volume, and in the ideal case, the absence of an external 
magnetic field EVF is a single axisymmetric toroidal curl, creating a jet axial flow under a 
small electrode [1]. Influence of EMF leads [8] to the azimuthal rotation developing in the 
current-carrying liquid. This movement of the melt in the horizontal plane leads to the 
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generation of secondary vertical vortex near the bottom area which, although directed 
opposite EVT, but because of its relatively low intensity has no significant effect on the 
original structure of EVF (see Fig. 2a). Hot melt flow causes intense melting of the metal in 
the direction of axis Z, and melting in axis R direction became appreciable only when the 
liquid phase of the metal reaches bath bottom. Under influence of external longitudinal 
magnetic field of the solenoid, azimuthal swirl of the liquid also occurs in the horizontal plane 
in the working bath, but this swirl is more intense than under the influence of EMF. This 
rotation leads to generation of the strong secondary vortex in the vertical plane moving the 
melt upward along the axis of working area, and to weakening of primary EVF (Fig. 2b). 
Moreover intense azimuthal motion of the fluid enhances heat and mass transfer processes in 
the horizontal plane, thereby increasing metal melting rate in a radial (in the cylindrical 
coordinates) direction. 

The results of numerical calculations (see Fig. 3) are qualitatively consistent with the 
results of experiments and confirm the melting flow processes described above. The observed 
quantitative differences can be explained, in particular by to some uncertain parameters (e.g., 
the value of effective porosity in the mushy zone). Also it should be noted the considerable 
complexity of calculations because the duration of calculation of one melting mode on the PC 
with 4-cores processor was more than one month. 

 

 
Fig.3. Melting front spreading with an external magnetic field and without. I = 400 A. The 

numbers on the lines - time from the beginning of the experiment, divided by the time of full 
molten of metal. 

 

 

 Total melting 
time 

Average melting rate 
along Z-axis 

Average melting rate 
along R-axis 

With magnetic 
field B=5×10-3 T 

1 h 38 min 0.10 sm/min 0.14  sm/min 

Without 
magnetic field 

1 h 50 min 0.24  sm/min 0.09  sm/min 

4. Conclusions 
As a result of experimental and numerical studies there was found that the impact of constant 
axial (longitudinal) magnetic field leads to an intensification of the processes of melting and 
reduction of melting time. The mechanism of this phenomenon is connected with the 
occurrence of the azimuthal swirl of melt metal in these conditions and the radical 
transformation of the flow in a hemispherical bath with a central electrode. Hydrodynamic 
structure of flows formed in the working bath leads to more intensive (due to the formation of 
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additional reverse flows) removal of heat from the hot region near the small electrode deep 
into melt. Furthermore, due to occurrence and interaction of additional large eddy formations, 
the direction of the prevailing EVF changes. For this reason the melting front loses axial and 
gets a radial direction. 

Let note two important practical circumstances. First, the way to create external magnetic 
fields near the melting units with a solenoid is the most simple method. Second, many baths 
of industrial arc furnaces has a horizontal orientation (ratio of diameter to depth  ~ 5:1) 
Therefore, it can be assumed that the effect described above can be used in these devices to 
intensify the melting process in the radial direction and increasing its energy efficiency. 

This work was supported by RFBR/SFBR of Ukraine, grant No.13-08-90444 and 53.7/027. 
 
LIST OF SYMBOLS 
B — magnetic field induction, T; 
F — Ampere’s force, N/m3; 
j — electric current density, A/m2; 
I – electric current, A; 
t – time, min; 
σ – conductivity, S/m; 
Φ – electric potential, V. 
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Abstract: A low temperature liquid metal model of the Czochralski crystal growth process is 
considered experimentally under conditions of high aspect ratio. We focus on the influence of 
a rotating magnetic field (RMF) and/or crystal rotation on temperature fluctuation near the 
crystal edge. The radial flow structure is observed by ultrasound Doppler velocimetry (UDV). 
It is concluded that the effect of RMF on the temperature fluctuation is less expressed than in 
a Rayleigh-Bénard cell. 

 
1. Introduction 

 
About 95% of the mono-crystalline silicon is produced by the Czochralski (Cz) method. In 
the process, a single seed crystal is attached to the free surface of molten high purity silicon in 
a cylindrical quartz crucible. Under rotation and simultaneous pulling of the seed the melt 
crystallizes and a mono-crystalline rod develops as the final product. The fluid flow inside the 
crucible serves as a carrier for mass and temperature and affects crucially the quality of the 
growing crystal.  

The RMF is known to efficiently suppress the Rayleigh-Bénard (RB) instability in a 
liquid metal cylinder of a size that is relevant for industrial Cz growth [1]. It has been 
speculated that this RMF property may better stabilize the melt than the Cz crucible rotation 
allowing, thus, to increase the initial filling height. The current study aims to test this 
hypothesis in a low temperature model of the Cz process. This is why we use a melt aspect 
ratio a=H/D=0.59 that is much higher than usual in industry. Besides, this value marks the 
transition between axisymmetric and mono-cellular convection in the RB cell [2]. 

The existence of a triple point in the Cz system is one of the most important differences 
to the RB cell. This is the point where the free surface of melt meets the growing crystal. 
Flow and temperature conditions at this point have a particularly profound effect on the 
quality of the end product. Therefore, our study is focused on measurements in the vicinity of 
this point. For details concerning the relevant theoretical background and the experimental 
setup we refer to [2,3]. 

 
2. Experimental setup 

 
The central part of the setup comprises the double-walled glass crucible (diameter D) filled up 
to a height H with liquid GaInSn, where H is equal to the melt volume divided by the top 
surface area. A photograph of the crucible is shown on the left side of Fig. 1. Heating was 
controlled by passing thermostated silicone oil through the wall gap. The growing crystal is 
simulated by a co-axially mounted copper cylinder cooled by thermostated water (so-called 
cold finger). The cold finger is immersed about 3 mm into the liquid GaInSn. 

Two versions of temperature boundary conditions are realized at the free melt surface: 
(1) air-cooled surface with practically negligible heat loss, and (2) water cooled surface as 
shown in Fig. 1. The second version is meant to better model radiative heat loss in the Cz 
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process. For purpose of surface protection from oxidation a weak aqueous solution of KOH is 
added to the surface of GaInSn. This layer is cooled by thermostated copper coils. 

As the experiment was demounted in the interval between the measuring campaigns 
conducted for both versions of surface cooling, additional measurements were carried out to 
check the reproducibility of the results (see next section). For applying an RMF for 
electromagnetic flow control in the crucible, the experiment was mounted inside the coil 
system MULTIMAG, whose features are described in [4]. 

 

 
Figure 1: The left photo depicts the double-walled glass crucible. The right part shows a 

sketch of the experimental setup with the cold finger modelling the growing crystal and the 
additional surface cooler. 

 
3. Results 

 
The UDV technique was used to measure the radial component of the fluid velocity slightly 
below the free surface. The ultrasonic sensor was immersed into the melt at several azimuthal 
positions close to the inner rim of the crucible. The first series of experiments was performed 
in a setup version with the air-cooled free surface. The flow measurements were repeated 
several times in order to check the reproducibility of the results. Fig. 2 displays the radial 
component of the fluid velocity measured beneath the free surface. The grey circle marks the 
area which is covered by the cold finger. The measurements reveal a complex flow structure 
which may occur similarly in a Cz crucible. A converging flow can be observed at the surface 
indicated by the arrows at the inner rim of the crucible. However, the flow pattern is not 
axisymmetric. The thick black lines illustrate a dominating flow direction which extends 
beyond the axis whereas the thick grey lines show an inwards flow which does not reach the 
axis of the crucible. The ellipses highlight the zones where a conversion of the flow direction 
was observed.  

Fig. 2 compares two different flow regimes measured before and after rebuilding the 
experimental facility, respectively. A stable flow structure, Fig. 2a, was observed during the 
first measuring campaign [2]. The flow measurements shown in Fig. 2b were performed after 
the reconstruction. The additional surface cooling was not yet installed in this case, so that 
identical thermal boundary conditions can be assumed. On the contrary, the flow regime 
shown in Fig. 2b developed occasionally, remained for several hours and changed then again 
to the first one. The reason for such random changes between these two regimes is not yet 
clear. Although big efforts were made to reproduce identically the first setup, remaining 
uncertainties such as axis tilting or slightly different filling levels of the GaInSn may cause 
these effects. However, both flow regimes show a comparable behaviour, the major difference 
is a rotation of about 160° around the centre axis. 

111



 
 

Figure 2: Top-view visualization of two flow regimes just below the surface. (a) as measured 
in the first setup (cf. Fig. 7 in [3]); (b) second setup but still without the surface cooler. T1 to 

T3 indicate the places where thermocouples were positioned. 
 
The following temperature measurements reported here were carried out with the 

activated surface cooler. Motivated by the UDV measurements, three distinct azimuthal 
positions (cf. positions T1-T3 in Fig. 2.) were chosen to monitor the temperature near the 
triple point. Temperature time series recorded in the pure buoyant case (without RMF or 
rotation of the cold finger) are shown in Fig. 3. The differences with respect to the absolute 
value of the temperature and the amplitude of the temperature fluctuations demonstrate the 
non-axisymmetric character of the flow. 

 

 
 

Figure 3: Temperature time series in the pure buoyant case showing the non-axisymmetric 
character of the flow. T1, T2 and T3 indicate at which positions the signals were recorded. 

 
The temperature fluctuations detected at the positions T1 and T3 are much more 

pronounced compared to the signal recorded at position T2 and indicate, thus, the flow regime 
shown in Fig. 2a may be present in this case. The measuring positions T1 and T3 are located 
close to the zone where opposite streams of the radially inward flow collide. This zone is 
characterized by a highly turbulent flow. In contrast, the ascending fluid at the azimuthal 
position 180° flows towards the centre, reaches position T2 and passes the cold finger without 
distinct perturbation. Therefore, the fluctuations in the temperature are there less compared to 
the other positions. Under the cold finger the fluid cools down and meets, after passing T1, 
the fluid coming from the opposite side at the azimuthal position 0°. 

From the knowledge about such a flow structure it becomes comprehensible why the 
crucible and/or the crystal in a growth facility need to be rotated. It would be difficult to grow 
a circular, high quality single crystal under such asymmetric flow conditions. In order to 
approach a more axisymmetric temperature distribution, the rotation of the crystal is applied 
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as a method to modify the temperature field. An alternative method in comparison to 
mechanical rotation can be the generation of a melt rotation by applying an RMF. The impact 
of an RMF is described by the dimensionless Taylor number Ta [2, 3]. 

Whatever kind of rotation is applied to the system, the thermal structures will be 
transported by the fluid flow. Fig. 4 shows temperature measurements for both cases of cold 
finger and RMF rotation. The time series were recorded at the position T2. Furthermore, the 
rotational parameters applied were varied in a wide range: Ta between 2.0×105 and 2.0×108; 
the revolution rate of the cold finger from 5 up to 55 rpm. In both cases a characteristic 
oscillation frequency of the temperature signal was observed which indicate the advection of 
the thermal structures. The diagram on the left side in Fig. 5 summarizes these results. 

 

 
 

Figure 4: Measured temperature time series at T2 under the influence of (a) cold finger 
rotation, and (b) of the RMF. Similar large oscillating temperature structures occur at T1 and 

T3 too, but with a certain phase difference caused by the rotation of the fluid. 
 

 
 

Figure 5: (a) Rotation rate of the thermal structures as function of the cold finger revolution 
rate (lower abscissa) and of the Ta number (upper abscissa). (b) Standard deviation of the 

temperature fluctuations in the higher Ta number range after break down of the regular 
thermal structures. 

 
The oscillation of the thermal structures was observed up to the maximal possible cold 

finger revolution rate. In contrast, for application of an RMF at Ta numbers up to 
approximately 4.5×106 two “scaling” ranges were detected. Going to higher Ta numbers 
beyond 4.5×106 the previously observed regular thermal structures break down. With 
increasing Ta, cf. diagram in Fig. 5b, the standard deviation of the temperature fluctuations 
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decrease and reach typical values found in the mere buoyancy case for relatively high Ta 
numbers. 

 

 
 

Figure 6: Temperature time diagram for a combination between an RMF and an oppositely 
rotating cold finger. 

 
It is clear that thermal structures such as shown in Fig. 4 may not be very beneficial for 

the growth of high quality single crystals. However, a combination of the RMF forced 
rotation and an oppositely rotating cold finger appears to be a promising approach to achieve 
a symmetric flow without distinct large-scale temperature fluctuations. Such a measurement is 
shown in Fig. 6. In this situation, an RMF with Ta = 6.0×105 (equivalent to a thermal structure 
rotation rate of 2.5 mHz as seen in Fig. 5a) was first applied to the melt. Then, the 
corresponding revolution rate of the cold finger with 21 rpm was switched on (t = 0min). Fig. 
6 demonstrates that the large thermal structures disappear after approximately 10 to 15 
minutes. 

 
4. Summary and outlook 
Flow velocities and temperatures are measured in a Cz model with a high aspect ratio. 
Influence of crystal and/or RMF driven melt rotation on temperature fluctuation is 
investigated in vicinity of the triple point. Separately applied RMF stirring or crystal rotation 
causes large scale rotating structure that is an inferior condition in crystal growth. An 
appropriate combination of the RMF and crystal rotation brings this structure to standstill. It 
is concluded that the stabilizing RMF effect in the present Cz model is much less expressed 
than in an RB cell. 
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Abstract: Conventional astrophysical dynamo models are usually formulated in terms of 
mean-field dynamos. This approach do not include in an explicit form magnetic field 
fluctuations as well as fluctuations of the dynamo governing parameters. Both types of 
fluctuations surely are presented in dynamos. We discuss how to include them in the mean-
field description and what is the role of fluctuations in the astrophysical phenomenology. 
 
1. Introduction 

 
A traditional approach in treatment of various physical problems in random media is based on 
a consideration of mean-field equation for the physical field under investigation. This 
approach in dynamo theory was developed about 50 years ago and is known as mean-field 
dynamo. Of course, it is possible now to avoid mean-field approach and addresses a dynamo 
problem in the framework of direct numerical simulations only. The point however is that the 
mean-field description of a dynamo problem remains important for interpretation of results of 
direct numerical simulations. Particularly important roles plays mean-field dynamos in 
astrophysical problems because our knowledge concerning internal structure of remote 
celestial bodies is usually very limited and gives some mean quantities only. A specific 
feature of mean-field dynamos is that the number of the random turbulent or convective shells 
which are involved in the averaging in development of mean-field dynamo models is usually 
rather large (say, N=104)  however is much lower than, say, Avogardo number which controls 
averaging in molecular physics. Correspondingly, fluctuations in mean-field dynamos play a 
much more important role in mean-field dynamos rather in other domains of statistical 
physics. 
 Here we present a review of a sequence of recent papers, which consider the role of 
fluctuations in mean-field dynamos. We argue that the most important kind of fluctuations is 
fluctuations of the α-coefficient, which plays a crucial role in many mean-field dynamos. The 
point is that the α-effect is usually quite weak (a naive estimate is α ≈ 0.1 v where v is the rms 
velocity) and one can expect 10% - 20% fluctuations of α  for N = 104. We argue that this 
level of α-fluctuations in solar dynamos is sufficient to explain such phenomena as the famous 
Maunder minimum and other transient phenomena in solar cyclic activity. A possible role of 
the α-fluctuations in geodynamo is discussed.  
 We discuss a possible role of large-scale fluctuations of the mean-field velocities 
and their possible importance for advective dynamos as well as the large-scale manifestations 
of small-scale magnetic fluctuations in solar mean-field dynamos. 
 
2. Mathematical implementation 
 
Introducing fluctuations in a mean-field description we face some mathematical problems. 
The point is that the mean-field equations contain mean values of various microscopic 
quantities, i.e. non-random quantities only.  In order to overcome this problem we have to 
include in the theory two kind of random quantities and two kind of averaging. The first 
averaging gives conventional mean-field equations while the second type of randomness 
remains to describe fluctuations of the dynamo governing parameters (mainly α) and 
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fluctuations of the mean magnetic field. In practice these fluctuations are modeled by a proper 
random number generator and then are governed by the standard mean-field equations. 
 We consider solutions for individual realizations of the fluctuations and play with the 
random number generator to mimic the whole variety of the models. In principle, one could 
try to perform an additional averaging of the conventional mean-field equations taken over the 
ensemble of the fluctuations under discussion. We performed an exploratory investigation for 
this supplementary approach to recognize various mathematical difficulties arising. At least 
for the instant, we prefer to stay on the safe side and avoid any averaging of, say, α-
fluctuations. 
 The format of mathematical description of the problem chosen follows conventional 
traditions of, say, molecular physics. In our opinion however mathematical foundation of this 
choice deserves a further discussion. 
 
3. An example: Magnetic cycles in M-dwarfs. 
 
 Below we present an example [1] of the options which open the approach under discussion to 
explain astronomical phenomenology. The example deals with a particular type of stellar 
magnetic activity known for so-called M-dwarfs which are fully convective stars slightly 
smaller than the Sun. 

M-dwarfs demonstrate two types of activity: 1) strong (kilogauss) almost 
axisymmetric poloidal magnetic fields; and 2) considerably weaker non-axisymmetric fields, 
sometimes including a substantial toroidal component.  

Dynamo bistability has been proposed as an explanation. However it is not 
straightforward to obtain such a bistability in dynamo models. On the other hand, the solar 
magnetic dipole at times of magnetic field inversion becomes transverse to the rotation axis, 
while the magnetic field becomes weaker at times far from that of inversion. Thus the Sun 
resembles a star with the second type of activity. Paper [1] suggests that M-dwarfs can have 
magnetic cycles, and that M-dwarfs with the second type of activity can just be stars observed 
at times of magnetic field inversion. Then the relative number of M-dwarfs with the second 
type of activity can be used in the framework of this model to determine parameters of stellar 
convection near the surface. 

Many solar observers have reported that the solar magnetic dipole does not vanish 
during the reversal while mean-field solar dynamo models predict an oscillating mean solar 
magnetic field whose magnetic dipole moment have to vanish at each activity cycle (11 
years). 

This apparent contradiction between expectations from dynamo modelling and 
observation can be resolved as follows [2]. The point is that a mean-field dynamo model deals 
with mean magnetic field and the averaging is performed over an ensemble of convective 
velocity cells, while the observational magnetic dipole data refer to large-scale magnetic 
field. Both quantities coincide for an infinitely large ensemble of convective cells, but in 
practice the number of cells is only moderately large. Because the convective cell ensemble 
contains a not extremely large number of cells, large-scale fluctuations of magnetic field arise 
which yield a fluctuating component δd = (b/B) N-1/2(BP/BT) of the solar magnetic dipole d. 
Here b is the rms value of small-scale magnetic field, i.e. the magnetic fluctuations, B is the 
typical value of the mean magnetic field which is determined mainly by the toroidal magnetic 
field BT and the factor BT/BP takes into account that the magnetic dipole moment is 
determined by the poloidal magnetic field BP.   

The fluctuating part of the magnetic dipole is larger than the part determined by the 
mean magnetic field is about 4 months, i.e. about 3% of the solar magnetic cycle [3]. 
Assuming that the magnetic activity of M-dwarfs is more-or-less similar to that of the Sun, we 
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can convert the relative time δt/T during the magnetic activity cycle during which the 
magnetic dipole is determined by magnetic fluctuations and is strongly inclined to the rotation 
axis and expect that 3% of M-dwarfs should exhibit the second type of activity.  

We can say also what physical parameters are required, e.g. N, to get a satisfactory 
correspondence with the observational data. In particular, if we want to explain that about 
30% of M-dwarfs demonstrate the second type of activity, we have to assume that the number 
of convective cells at the surface of M-dwarfs is about two order of magnitudes lower than 
near the surface of the Sun, i.e. 102 instead of 104.  Given the much greater relative depth of 
the convection zone in M-dwarfs compared to the Sun, an increase in the size of convection 
cells and corresponding decrease of N is not implausible. 
 
4. Conclusion 
 
The idea to include the dynamo governing parameters as well as magnetic field fluctuations in 
the mean-field dynamo models opens new perspectives to explain various features of 
magnetic activity known for various celestial bodies. Possibly, the idea can be useful as well 
for interpretation of laboratory dynamo experiments for which the dynamo generated 
magnetic field also can demonstrated a random behaviour (e.g. [4]). 
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Abstract: We perform simulations of the kinematic induction equation in order to examine a 
helical flow of a conducting liquid interacting with magnetic material with permeability μ > 1. 
We examine two paradigmatic systems that reflect the flow conditions in the core of a sodium 
fast reactor, and we show that in the limit of large μ the critical magnetic Reynolds number 
required for the onset of dynamo action is reduced by 25%.  
 
1. Introduction 
 
The experimental confirmation of the magnetohydrodynamic dynamo effect has been of great 
importance for the understanding of geo- and astrophysical magnetic fields. Besides of this 
fundamental relevance, a complementary argument for the development of dynamo experi-
ments originated from considerations on the safe operation of sodium fast reactors [1] because 
the helical structure of the flow in the core (figure 1), combined with the large flow rate, 
provides appropriate prerequisites for the occurrence of dynamo action. However, this effect 
is undesired, because the backreaction of a self-excited magnetic field may cause an inhomo-
geneous flow braking or a pressure drop in the cooling system, so that an efficient 
removement of heat from the reactor core can be hampered with unknown consequences for 
the safety of the reactor.   

 
Figure 1: Idealized composition of the core of a sodium fast reactor. (a) Nuclear fuel rod surrounded by 
a screw-like spacer that forces the flow on a helical path.  (b) A few hundreds of fuel rods are bundled 

into so-called assemblies. (c) The whole reactor core is composed of a few hundreds of assemblies. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Previous studies have shown no conclusive evidences for the occurrence of dynamo action in 
the core of a fast reactor [2,3,4,5], but it is hypothesized that the parameter regime reached by 
the French fast breeder reactor Superphenix is well within the range that allows for dynamo 
action if some magnetic material is introduced into the core [6].  In the present study we 
revisite the arguments from [6], and in order to develop global models for electromagnetic 
induction in the core of fast reactors we resort to the mean-field dynamo theory [7] which 
allows a consideration of tens of thousands of helical flow cells in terms of an α- and β-effect 
including the impact of magnetic material. We develop and validate the necessary 
methodology required for the computation of the mean-field coefficients which may be used 
for future estimates of dynamo action in systems that are characterized by different size and 
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different magnetic materials. The examination of the impact of magnetic material is motivated 
by the key role of soft iron impellers for the VKS dynamo and by the repeatedly manifested 
idea to make use of Oxide Dispersion Strengthened (ODS) ferritic/martensitic alloys in the 
core of a fast reactor. These alloys have a lower sensitivity for nuclear radiation, but exhibit a 
permeability much larger than one. We start with the analysis of the induction action of the 
fully resolved velocity field and compute the mean-field coefficients required for a consistent 
mean-field model using the testfield method [8]. In a second step we use the α- and β-
coefficients as an input for mean-field dynamo simulations in order to proof that mean-field 
models are capable to reproduce the growth-rate and principle field structure of the fully 
resolved model by requiring much less computational efforts. 
 
2. Mean-field dynamo theory and testfield method 
 
We splitt the magnetic field and the velocity field into a mean, large scale part and a small 
scale part: b+B=B and u+U=U . Then the mean magnetic field is governed by the mean 
field induction eqaution: 
 

( )BbuBUB ×∇−×××∇∂∂ η+=t/  (1) 
 

which includes a term called the mean electromotive force buF ×= , which only depends on 
the statistical properties of small scale flow and small scale field. Under the assumptions that 
the variations of B around a given point are small, F  can be represented by the first terms of a 
Taylor expansion 
 

./ kjijkjiji xBβ+Bα=F ∂∂  (2) 
 

In order to compute the mean-field coefficients we utilize the testfield method developped by 
Schrinner et al [8]. In that method ijα and ijkβ are computed from different realizations of the 
electromotive force that are obtained from externally applied, linearly independent mean 
fields. Defining the small scale velocity as the deviation from the horizontal average, the 
small scale magnetic field is computed numerically by solving 
 

( )( )bbubuBubUb ×∇−×−××××∇∂∂ η++=t/ . (3) 
 

Then the electromotive force is computed directly by correlating small scale flow with the 
small scale field and subsequently performing a horizontal averaging. The combination of 
different realizations of F obtained from different, linearly independent testfields yields a lin-
ear system of equations, whose solution gives the desired mean-field coefficients. In order to 
compute mean-field coefficients that are consistent with the structure of the large scale field 
from the fully resolved model, it is necessary to consider the scale dependence of the mean-
field coefficients by choosing appropriate testfields. We define the testfields as follows: 
 

( )yB )πz= cos1 and ( )yB )πz= sin2  (4) 
 

which is in agreement with the definitions used by [10]. 
 
3. Flow model and permeability distribution 
 
In the present study we examine two paradigmatic flow models: In model A we assume a 
flow consisting of various helical eddies that are separated by walls (left panel in figure 3). 
Following the idea of [3], the helical flow within one cell represents the mean flow within one 
assembly of nuclear fuel rods ignoring the even smaller scale flow around individual rods. 
The second approach (model B, see right panel in figure 4) uses a more detailed picture of the  
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flow conditions within a single assembly. The model is based on the so called spin generator 
flow that has been utilized for the simulation of the Karlsruhe Dynamo [9] and assumes a 
circular flow around a central rod superimposed with a constant vertical flow.  
In order to characterize the amplitude of the flow we define a local magnetic Reynolds 
number that is based on the flow amplitude u0, the “normal” magnetic diffusivity 

( ) 1
0

−σμ=η and the size D of a single eddy (model A) or the distance between two adjacent 
rods (model B): ηDu=Rm 0 / . 

In order to incorporate the effects of a non-uniform permeability distribution in terms of 
mean-field coefficients we rewrite the induction equation in the form  

 
Figure 2: Flow pattern for model A (left) and model B (right). The gray shaded regions 

represent walls or rods and may have a permea-bility μr >1. The vertical flow is constant in 
each cell and vanishes in the wall/rod regions. The horizontal flow is denoted by the arrows.

 

( )BBBUB ×∇−×∇××∇∂∂ ημη+=t rln/  (6) 
 

with ( ).rμη=η r/ This modified induction equation contains an additional velocity-like term 
( ) ( )rμη=ru ln∇ which contributes to the mean flow as well as to the small scale flow when 

applied in the testfield method. 
 
4. Results 
 
The results for a uniform permeability distribution with 1=μr are shown in figure 3. The α-
effect is in accordance with the results reported by [9] in case of the ideal Roberts flow. In the 
same way we write ( )RmΦDRmKη=α 2/ with a non-analytic function Φ that only depends on 
Rm and a normalisation factor K that is universal for each model and does not depend on the 
cell size D. Regarding the coefficient β we find significant differences between both models. 
In model A we see a transition to negative values (but in a way that the sum of η and β 
remains positive), whereas the β-effect remains allways positive in model B. The right 
column in figure 3 shows a comparison of the growth-rates from the fully resolved models 
(FRM) with the corresponding mean field models (MFM) that made use of the coefficients 
determined from the FRM. The mean field induction equation that is solved numerically reads  

where the coefficients α, β, γ and 2δ are related to the tensor elements from Eq. (2) 
by yxxyyxzxyzyyxx α=α=γ,-β=β = β ,α=α=α −−− and yyzxxz β=β=δ2 . 

( )( ) ( )( )BzBzBzBzBzBBUB ∇⋅−×−×∇−⋅−×−−××∇∂∂ ˆ/ˆˆˆˆ/ 2δdzdβηγα=t  (7) 

We obtain a good agreement between FRM and MFM if the system is not strongly over-
critical. The agreement improves for an increasing number of helical eddies. However, the 
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Figure 3: Mean field coefficients and growth-rates versus Rm for μr=1. From left to right: Φ, β, and 
growth-rates. Solid curves denote the growth-rates from the fully resolved model (FRM) and dashed 
curves denote the growth-rates from the mean-field models (MFM). Top row: model A, bottom row: 

model B. 

results become more complex when μr > 1 (figure 4). For a fixed μr we always find that α 
grows 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
with increasing Rm. Both models show a different behavior concerning the dependence on μr. 
For model A, we observe a significant supression of α for small μr, followed by a slow 
recovery for larger μr. In contrast, we see a moderate increase of α for small μr in model B 
followed by a saturation regime for μr>1. 
Regarding the coefficient β, we find an abrupt transition to negative values around 3≈rμ in 
model A, whereas β increases linearly with increasing μr in model B, which, furthermore, 
does not show any indications for a transition to negative values.  
Again, we find a good agreement between the FRM growth-rates and the MFM growth-rates 
but with some increasing deviations for large Rm and large μr. Considering the whole range of 
achievable μr  in model A we find a reduction of the critical magnetic Reynolds number from 
Rmcrit = 4.2 at μr = 1 to Rmcrit = 3.2 at μr = 20. The relative reduction is roughly the same for 

Figure 4: Mean field coefficients and growth-rates versus μr. From left to right: α, β, growth-rate. The 
solid curves on the right panel show the FRM growth-rates, the dashed curves show the MFM growth-

rates. Top row: model A, bottom row: model B. 
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Figure 5: Critical magnetic Reynolds number for the onset of dynamo action 

versus permeability. Left: model A, right: model B. 

model B, where Rmcrit = 2.0 at μr=1 is reduced to Rmcrit = 1.5 at μr = 20 (figure 5). Regarding 
the asymptotic behavior for large μr in figure 5 it seems unlikely that a further increase of μr 
will provide for a further significant reduction of Rmcrit. 
 
5. Conclusion 
 
We have performed numerical simulations of the kinematic induction equation for two 
different helical flow types including internal walls or rods that may have magnetic 
properties. In the limit of large permeability, we found a moderate impact of μr on dynamo 
action in terms of a reduction of Rmcrit of roughly 25% compared to the non-magnetic case. 
Comparing the growth-rates obtained from fully resolved models with the corresponding 
mean-field models we found a good agreement between both approaches, at least for μr < 20.  
For non-magnetic internals we show that the α-effect can be expressed in terms of a function 
Ф that allows a conclusion on α for larger systems when flow scale and flow amplitude are 
known. In combination with the β-effect, which is roughly independent of the flow scale, this 
allows a modelling of systems that may consist of tens of thousands of individual helical cells 
embedded into some large scale flow structure.  
The possible application to specific reactor cores will need much more information on 
geometric details and material properties, such as the size of the core, the number of fuel rods 
contained therein, and the total flow rate as well as the consideration of the hexagonal 
geometry of the assemblies, which will be left for future work. Nevertheless, we believe that a 
consideration of these details will only result in minor modifications to our findings and are 
therefore of secondary importance.  
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Abstract: The next generation dynamo experiment currently under development at the 
Helmholz-Zentrum Dresden-Rossendorf (HZDR) will consist of a precessing cylindrical 
container filled with liquid sodium.  We perform numerical simulations of kinematic dynamo 
action applying a velocity field that is obtained from hydrodynamic models of a precession 
driven flow. So far, the resulting magnetic field growth-rates remain below the dynamo 
threshold for magnetic Reynolds numbers up to Rm = 2000. 
 
1. Introduction 
 
Planetary magnetic fields are generated by the dynamo 
effect, the process that provides for a transfer of kinetic 
energy from a flow of a conducting fluid into magnetic 
energy. Usually, it is assumed that these flows are dri-
ven by thermal and/or chemical convection but other 
mechanisms are possible as well. In particular, pre-
cessional forcing has long been discussed as an at least 
additional power source for the geodynamo [1,2]. A 
fluid flow of liquid sodium in a cylindrical container, 
solely driven by precession, is considered as the source 
for magnetic field generation in the next gener-ation 
dynamo experiment currently under development in 
the framework of the project DRESDYN at the 
Helmholtz-Zentrum Dresden-Rossendorf (HZDR). In 
contrast to previous dynamo experiments no internal 
blades, propellers or complex systems of guiding tubes 
will be used for the optimization of the flow properties. 
However, rather large dimensions of the container are 
necessary in order to reach sufficiently large magnetic 
Reynolds numbers required for the onset of dynamo 
action, making the construction of the experiment a 
challenge (figure 1). At present a small scale water 
experiment is running in order to estimate the 
hydrodynamic flow properties in dependence of 
Reynolds number Re, precession angle α, and 
precession ratio ωΩ=Γ /  (figure 2). Flow measurements 
of axial velocity profiles at different radial posi-tions 
are done using Ultrasonic Doppler Velocimetry. First 
experimental results confirm that precession provides 
an efficient flow forcing mechanism which in the final 
realisation of the liquid metal experiment will allow 
magnetic Reynolds numbers up to Rm ~ 700. This 
value is rather close to the critical Rm reported by [3] 
for the onset of dynamo action in a precessing cylinder. 

Figure 1: Sketch of the planned ex-
periment. Diameter and height of the 
cylindrical container will be approx-

imately 2 m. 

Figure 2: Sketch of the water mock-
up. The dimensions of the cylinder 
are roughly 6 times smaller than the 

future liquid metal experiment. 
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2. Hydrodynamic simulations of precession in a cylindrical container 
 
Hydrodynamic simulations of a precession driven flow are performed using SEMTEX [4]. 
The code applies a spectral element method on the meridional planes and Fourier 
decomposition in the azimuthal direction for the numerical solution of the Navier-Stokes 
equation which in the precessing frame reads: 
 

( ) ( ) Φ+ν=+++t ∇∇×∇⋅∂∂ uuΩωuuu 22/ . (1)
 

Here u denotes the velocity field, ω the rotation around the symmetry axis of the container, Ω 
the rotation around the precession axis, ν the viscosity and Φ the modified pressure that 
includes the centrifugal contributions. In the precessing frame the boundary conditions are 
given by rωu ×= . For small precession ratios and Reynolds numbers, Re=ωR2/ν, we obtain 
a good agreement between simulations and measurements with the flow being dominated by 
the fundamental Kelvin mode with an azimuthal wavenumber m=1 (figure 3). The agreement 
is less convincing for larger precession ratios (right column in figure 3). A slight tilt of the 
fundamental mode with respect to the rotation axis is apparent in the simulations (top row) as 
well as in the experimental data (bottom row). 
 

 
Figure 3: Comparison of the axial velocity at r=0.74 from hydrodynamic simulations (top) 

and experimental measurements (bottom). Left: Γ = 0.06, right: Γ = 0.10. 

 
The most striking feature found in the water experiment is an abrupt transition from a laminar 
state to a disordered chaotic behavior at a critical precession ratio. This transition is less 
pronounced in the numerical simulations, which, however, are carried out at a much smaller 
Reynolds number. An indication of the change of state in the flow simulations is reflected in 
the re-orientation of the main fluid rotation axis which in the disordered state is aligned 
parallel to the precession axis (right side figure 4). 

124



 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Streamlines from simulations with weak precession (Γ =0.03, 
left) and strong precession (Γ = 0.15, right). Note the bulk fluid rotating 

around the precession axis in the latter case. 
 
3. Kinematic dynamo action from a simulated precessional flow 
 
In the following the velocity field obtained from the hydrodynamic simulations is used as an 
input in a kinematic solver for the magnetic induction equation which reads 
 

( )BBuB ×∇−××∇∂∂ η=t/ , (2) 
 

with the magnetic flux density B and the magnetic diffusivity η. The resulting growth-rates 
and the corresponding critical magnetic Reynolds numbers will provide a restriction of the 
useful parameter regime and will allow an optimization of the experimental configuration. We 
start with a flow obtained at a low Reynolds number of Re=1500 and a precession ratio Γ=0.1. 
At these parameters the flow in the precessing frame is (more or less) stationary with a rather 
simple pattern that is very close to the fundamental m=1 Kelvin mode (left column in figure 
3). The temporal behavior of the magnetic energy is shown in the left panel of figure 5. We do 
not find growing solutions up to a magnetic Reynolds number of Rm=ωR2/η=2000, and from 
the behavior of the corresponding growth-rates (right panel in figure 4) it seems unlikely that 
a crossing of the dynamo threshold occurs within reasonable Rm. 
 

 
 

Figure 5: Left: temporal behavior of the magnetic energy for a velocity field 
obtained at Re = 1500 and Γ = 0.10. Right: Corresponding growth-rates of the 

fundamental dynamo eigenmode versus Rm. 

Next, we take a velocity field from the more turbulent regime at Re = 6500. At this value, the 
flow is time-dependent but still dominated by the m=1 mode (figure 6). Again, we do not find 
any growing solutions for the magnetic field, however, the behavior of the growth-rates 
indicates a critical magnetic Reynolds number in the range of Rm =3000...4000 (figure 7), 
which unfortunately would be far out of reach in the forthcoming dynamo experiment. 
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Figure 6: Snapshot of the time-dependent velocity field at Re = 6500  
and Γ = 0.08. 

 
 

Figure 7: Left: temporal behavior of the magnetic field amplitude for a velocity 
field obtained at Re = 6500. Right: Corresponding growth-rates of the fundamental 

dynamo eigenmode versus Rm. 

 
4. Conclusion 
 
Using velocity fields obtained from simulations at 
Re=1500 and Re=6500, our kinematic simulations do not 
show growing magnetic fields. Hence, for the slow 
rotation rates examined so far, the flow structure most 
probably is too simplistic to provide for dynamo action. 
However, for larger Reynolds numbers, we expect more 
complex structures to emerge. There are two  promising 
candidates from which we expect better properties 
regarding their ability to drive a dynamo. So- called 
triadic resonances, that consist of the forced fundamental 
(m=1) mode and two free inertial modes with larger 
azimuthal wavenumber, have repeatedly been observed in 
experiments and simulations of precessing flows [5,6]. A 
subclass of these modes have a close similarity to the 
columnar convection rolls that are responsible for dynamo 
action in geodynamo models and there is little reason to 
believe that this should not be the case with a precession driven flow field. The second 
possibility relies on observations of cyclones in the French precession experiment ATER [7]. 
In that experiment large scale vortex-like structures emerge for intermediate precession ratios. 

Figure 8: Idealized model for 
cyclones observed in the ATER 

experiment [7]. 
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These vortices are oriented along the rotation axis of the cylindrical container, and, depending 
on the parameter regime, their number varies between one and four (figure 8). The vortices 
are cyclonic, i.e., their sense of rotation is determined by the rotation orientation of the 
cylindrical container. We suspect that these vortices provide a significant amount of helicity, 
but so far, the axial dependence of their contribution and their interaction with the 
fundamental m=1 mode is unknown. Furthermore, cyclones were neither observed in the 
HZDR experiment (so far, no appropriate velocity measurements in a horizontal plane are 
available) nor in any simulations which probably must run at much higher Reynolds number 
in order to reveal these modes. 
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Magnetic fields are widely distributed in the Universe. Generation of the magnetic fields 
accompanied by the transformation of the kinetic energy of the conductive liquid to the 
energy of the magnetic field is a subject of the dynamo theory [1]. In general, dynamo 
equations include equations of thermal or (and) compositional convection as it is in planetary 
dynamo as well as the induction equation for the magnetic field B. These equations have a set 
of quantities (integrals of motion), which can conserve, provided diffusion effects as well as 
the external forces are absent. Thus in 3D the Navier-Stokes equation conserves the mean 
over the volume kinetic energy EK = V2/2 and kinetic helicity χ = <V·rotV>, where <…> 
denotes averaging over the domain and V is the velocity field. The Navier-Stokes equation 
with the induction equation conserves the magnetic helicity χM = <A·B> and the so-called 
cross-helicity χC = <V·B>. Here A is the vector potential of the magnetic field B = rotA. 

For each of these quantities one can derive from the original dynamo system its own 
evolution equation. However, these new equations already are the simplified forms of the 
original equations; its study can be instructive and sometimes tell us something new without 
solving more sophisticated full dynamo equations. So as helicities by definition can change 
the sign, its conservation in the full volume of generation can be trivial. Moreover, some of 
these quantities can change its sign with transition from large-scales to small ones. That is 
why understanding of the structure of these quantities in the physical and wave spaces is 
important. 

Here we consider this problem on an example of a rapidly rotating flat layer heated 
from below, where thermal convection of the conductive fluid takes place. The axis of 
rotation and the gravity direction coincide. The mathematical model is close to that in [2]. We 
used the Boussinesq approximation with the fixed temperatures at the boundaries z = 0, 1, the 
stress-free and non-penetrating boundary conditions for the velocity field V. The parameters 
of convection are chosen in such a way that to mimic the geostrophic state with the cyclonic 
cell forms typical to the planetary convection in the cores of the planets [3]:    the Ekman 
number E = 2x10-5, the Prandtl number Pr = 1, the Roberts number q = 2, and the modified 
Rayleigh number Ra = 300. 

The magnetic equation is written for the vector potential of the magnetic field,   
accompanied with the pseudo-vacuum boundary conditions. For all the considered physical 
fields the periodical boundary conditions in the both horizontal directions are applied. To 
solve these equation we used the control-volume method (SIMPLE algorithm by Patankar [4]) 
adopted to the cluster parallel computers using MPI. To solve equations we used the mesh 
grids 1283 in all directions. 

We started simulation for the pure convective regime, see evolution of the mean over 
the volume temperature fluctuations from the non-convective temperature profile and mean 
kinetic energy in Fig.1ab. The developed turbulent convection is anisotropic with cells 
elongated along the axis of rotation and with perpendicular scale ~E1/3. After the one diffusion 
time (based on the thermal diffusion) at the moment T = TB the seed of the magnetic field was 
introduced. The kinematic dynamo stage continued also about one diffusion time before the 
full dynamo state has developed, Fig.1c. 

128

mailto:m.reshetnyak@gmail.com


To follow evolution of the physical fields and its derivatives in the wave space we used 
the wavelet transform based on the complex Morlet wavelet for the space coordinates. 
Normalization of wavelets is chosen in such a way that to the periodic signals with different 
periods and equal amplitudes correspond the equal spectral amplitudes. Application of the 
wavelets for the non-periodical fields, like turbulence, seems more natural rather using the 
fast Fourier transform. Due to the rapid rotation it is important to distinguish two directions: 
along and perpendicular to the axis of rotation, so that one has two spectra on the 
wavenumbers , and , correspondingly. Latter we consider only the transversal spectra, 
which are more effected by rotation. 

k⊥ k

 

 
Figure 1: Evolution of the temperature fluctuations (a), kinetic (b) and magnetic (c) energies in the 

rotating layer. In the moment TB magnetic field is switched on. B

 
So as helicities can change its sign in the middle horizontal plane, for all the quantities 

we consider spectra at some point with the fixed horizontal coordinates (x0, y0) and integrate 
all the  values in the vertical coordinate in the range z=[0, 0.5]. 

Evolution of the wavelet spectra is presented in Fig.2. The increase of the magnetic 
energy EM to the nonlinear level is accompanied with the decrease of the kinetic energy EK 
about 30%. 

The cyclonic convection, developed due to the geostrophic state, is a source of the mean 
kinetic helicity in the system, which is believed to be a source of the large-scale magnetic 
fields in the planets. Equation for the kinetic helicity generation due to the Coriolis force can 
be derived from the following relation: ~

t
.∂

−
∂ z
V 1 × V  That leads to ~ ( )i z

i

VV
t x

,χ∂ ∂
∂ ∂

 where 

summation over the repeated indexes is assumed. Finally, due to the periodical boundary 
conditions in the horizontal directions, evolution of the mean kinetic helicity over the lower 
half-volume can be estimated as: 

0.5
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1 .  So as the normal velocity V
2

z

z z
dr V dxdy

t
χ

=

=

∂ ⎡ ⎤= ⎣ ⎦∂ ∫ ∫ ∫ z is 

zero at z = 0, helicity is positive in the lower half-volume, where flow converges. In the upper 
half-volume z = [0.5, 1], where flow diverges, the sign of helicity is opposite. Note that these 
arguments can be used also for the certain wavenumebr fk⊥  provided the Rossby number for 
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fk⊥  is small. This estimate is supported by our simulations where χ is positive in the lower 
half-volume at all k . ⊥

The next one is the current helicity χJ = <J·B>, where J is the electric current (Fig.2d). 
In contrast to the kinetic helicity, χJ has different signs at the small and large scales. This 
phenomenon calls the separation in scales [5]. As well as the kinetic helicity, the current 
helicity is anti-symmetric in respect to the middle plane z=0.5. It is known that χJ is closely 
connected to the magnetic helicity χM, see [5]. In the same time, it is based on the physical 
quantities J and B, which can be derived from observations. Information on the signs of χJ at 
the different scales can be used for extrapolation of the observable fields to the invisible part 
of the spectra. This situation is common for the solar physics, e.g., for the solar active regions 
[6]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2:  Evolution in time of the transversal wavelet spectra of the kinetic (a) and magnetic (b) 
energies, kinetic (c), current (d), magnetic (e), and cross- (f) helicities. 

 
Magnetic helicity χM is the integral of the induction equation, based only on the 

magnetic quantities A and B. Note, the vector potential A is defined up to the gradient of 
some arbitrary function. This fact requires careful treatment of the magnetic helicity, see [5]. 
Spectrum of χM, presented in Fig.2.e also demonstrates the effect of the scales separation. The 
rough estimate leads to a simple relation between χJ and χM: 2~ .J Mkχ χ⊥  

The last kind of helicity is the cross-helicity χC, which is also the invariant of the 
dynamo equation in the limit of zero dissipation and absence of the external forces. Its 
evolution and structure of the spectra (Fig. 2f) differ from the previous kinds of helicities. It 
has no separation in scales but the sign of χC, which is the same at all the scales, changes in 
time. The additional integration in x-y plane leads to the very negligible estimate of χC over 
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the half-volume. Note that due to the quadratic dependence of the Lorentz force on the 
magnetic field B, the hydromagnetic states with B and –B are equivalent. It means that 
existence of the non-zero χC with the rapidly alternating magnetic field in time, like it happens 
in the turbulent flow, would contradict this statement. 
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Abstract : The magnetic field suppression by strong turbulent flow of liquid sodium is 
studied experimentally in a nonstationary turbulent flow under moderate magnetic Reynolds 
number Rm > 10. The applied magnetic field is collinear to the streamline of the large-scale 
mean flow, what excludes the induction effects by the mean flow and the contribution of the 
turbulent diffusion. We show that during the highly turbulent stage of flow evolution the 
mean magnetic field is reduced by a factor of 0.6. The observed effect can be explained as the 
result of turbulent diamagnetism described by the term curl (g×B) in the mean-field induction 
equation (here g is the gradient of the energy of turbulent fluctuations and B is the mean 
magnetic field). 
 
1. Introduction 
 
The intensive small-scale turbulence in electroconducting fluids provides a variety of 
induction effects, described by about 20 terms in the general form of mean electromotive 
force [1]. Very few among them have been isolated and studied in detail. For laboratory study 
it is a hard problem to provide a MHD configuration which permits to separate the 
contribution of different effects. In our talk, we present results of laboratory study of the 
magnetic field suppression in the domain of strong turbulent fluctuations. We perform series 
of experiments with a nonstationary turbulent flow of liquid sodium, generated in a fast 
rotating toroidal channel after its abrupt braking. We applied the stationary curl-free magnetic 
field which is collinear to the streamline of the large-scale mean flow. This excludes an 
induction effects by the mean flow and the contribution of effective diffusion (the so-called 
beta-effect). 
 
2. Experimental setup 
 
We study spin-down flows of liquid sodium in a toroidal channel made of titanium alloy [2]. 
The torus has the radius R = 0.18m and the radius of the channel cross-section r0 = 0.08 m. 
The rotation frequency of the channel is up to 50 rps, and the flow in the channel is generated 
by abrupt braking. The braking time does not exceed 0.3 s. The flow velocity reaches a 
maximum after the channel stops, and in the case of the free channel its toroidal component 
constitutes almost 70% of the linear velocity of the channel before braking. This means that 
the Reynolds number Re = V· r0/υ increases to Re ≈ 3·106 at the most, which corresponds to 
the magnetic Reynolds number Rm ≈ 30. 

For velocity measurements, we use a 2-axis local probe [3]. One of probe axis is 
oriented in azimuthal direction of clockwise channel rotation (toroidal) and its other axis 
oriented in radial direction (poloidal).  At the first stage of braking the toroidal velocity of the 
fluid with respect to the halting vessel increases (as the probe is attached to the vessel, the 
measurement is performed in this initially moving frame of reference, and the initial zero 
value of the fluid velocity corresponds to solid body rotation). The maximum of the toroidal 
fluid velocity is reached as the vessel stops, and the subsequent dynamics is measured in the 
frame at rest. In this process, a transverse (poloidal) velocity has been developed. The 
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corresponding variations of the toroidal and poloidal velocities, averaged over 20 runs are 
shown in Fig.2. The generation of poloidal velocity is provided by the curved channel and 
becomes more effective with increasing "thickness" of the torus [4]. For the maximal rotation 
rate, Ω = 50 rps, at the end of braking the ratio of poloidal to toroidal mean velocities reaches 
Upol

 / Utor = 0.18. The maximal toroidal velocity Utor = 0.69 V0 = 39 m/s, where V0 is the 
velocity of the sodium on the channel axis before the brake. For details, refer to [3]. 

 

a) b)  
 

Figure 1: a) schematic of the toroidal channel; b) 3-component magnetic field probe. 
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Figure 2: Evolution of mean toroidal (left) and poloidal (right) velocity for Ω = 40?? rps 
Red line corresponds to a half the sum and black one is a half the difference of measurements, 

obtained by clockwise and counterclockwise rotation of torus. 
 

A coil, wound around the channel, is supplied by stabilized direct current and 
produces the toroidal field BT≈4G (at the channel centerline). A tube of diameter 10 mm, 
crosses the channel parallel to the axis of rotation (Fig.1a) and located at the channel cross-
section opposite to the position of the velocity probe. This tube can be used separately for 
local and integral magnetic field measurements. We measure three components of the local 
induced magnetic field b by a 3D Hall probe (see Fig.1b), constructed on Sentron's CSA-1V 
chips with 300 V/T magnetic sensitivity. The probe can move in the tube and can be fixed at 
the desired coordinate z. 

To obtain integral magnetic field properties the same tube can be used to wound 
additional measuring coils, embracing two halves of channel’s cross-section (shown by red in 
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Fig.1). Coil’s signal describes the change of internal magnetic flux as U= –dΦ/dt. This signal 
is being amplified using low noise voltage preamplifier SR560 (Stanford Research Systems, 
Inc., Sunnyvale, USA).  
 
3. Characteristics of magnetic field 
  
To obtain mean and statistical properties of local magnetic field 11 experiments for each 
magnetic probe position and rotation direction are made. To recoup external magnetic field 
influence one more series was performed with BT = 0. Evolution of bX and bZ for several 
probe’s coordinates is shown on Fig.3. t=0 corresponds to the beginning of braking. 
Coordinate z shows the position of the probe in the tube: z=0 corresponds to central position 
in the torus’ cross-section, z=±80 are left- and right most possible positions in the tube.  

Upper panels in Fig.3 show the even part of the magnetic field (the half-sum of 
signals, obtained for opposite direction of channel rotation) and lower panels show the odd 
component with respect to the direction of rotation. The main effect of magnetic field 
suppression is clearly seen in the BX component. This can be explained as displacement of 
magnetic field from the turbulent core to the outer part of the channel cross-section. Some 
nonuniformities of magnetic field can be seen on BZ graph. 
 

0 2 4 6 8
�4

�3

�2

�1

0

t

Bx, even, z��80
Bx, even, z��40

Bx, even, z�0
Bx, even, z�40
Bx, even, z�80

0 2 4 6 8

�0.4

�0.2

0.0

0.2

0.4

t

Bz, even, z��80
Bz, even, z��40

Bz, even, z�0
Bz, even, z�40
Bz, even, z�80

0 2 4 6 8
�4

�3

�2

�1

0

t

Bx, odd, z��80
Bx, odd, z��40

Bx, odd, z�0
Bx, odd, z�40
Bx, odd, z�80

0 2 4 6 8

�0.4

�0.2

0.0

0.2

0.4

t

Bz, odd, z��80
Bz, odd, z��40

Bz, odd, z�0
Bz, odd, z�40
Bz, odd, z�80

 
Figure 3: Local magnetic field evolution in several points along z-axis. Upper graphs 

correspond to a half-sum and lower ones show the half-difference of measurements, obtained 
by clockwise and counterclockwise rotation of torus. 

 
Putting maximal values of longitudinal magnetic field component suppression for each 
probe’s position allows us to restore the distribution of magnetic field along the z axis in the 
cross-section of the torus (see Fig.4). From integral measurements we can see the 
conservation of total magnetic flux in the cross-section of the coil. It means that the magnetic 
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field is partially displaced to the channel periphery, where the B_z field should increase. We 
do not observe any increase, thus the fields should be shifted into the walls. 
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Figure 4: Profiles of local magnetic field components for several time intervals from the 

beginning of breaking with constant component subtracted. 
 
Comparison of graphs from Fig.5 gives information about the origin of magnetic field 
displacement. Evolutions of magnetic field fluctuations follows the evolution of energy of 
velocity pulsations, which are caused by the turbulence. 
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Figure 5: Fluctuating part of the torodal and poloidal velocity (left) and of local magnetic 

field components (right). 
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Figure 6: Sum (left) and difference (right) of measurements obtained by measuring coils. 

Dashed line and solid line correspond to clockwise and counterclockwise rotation of torus, 
respectively. 
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Local measurements do not provide the whole information about distribution of the magnetic 
field for clear interpretation. Integral measurements of magnetic flux can support our guess 
about the turbulent diamagnetic effect responsible for magnetic field dump in the turbulent 
flow. Mean field theory suggest that magnetic field must be pushed from intensive turbulence 
to more quiet regions. In our case it means that the magnetic fields can be transported to the 
border of the channel or even in the walls, therefore so that we do not observe an increase of 
magnetic field by local probes. Independent measurements of EMF in two coils allow us to 
estimate the averaged magnetic field over the channel half cross-sections (see fig. 6). First of 
all we do not observe significant change of the total magnetic flux along the channel. We 
explain an increase of 1 Gauss order as result of advection of inhomogeneous magnetic field 
near the wall caused by rough step of induction coil wings. This value is in agreement with 
measurements of Bz component due to same effect. The second interesting result we found in 
residual flux between two coils (right panel in Fig.6). We explain strong fluctuation as an 
effect of the Karman vortices generated by the stream flows around the tube installed in the 
channel. These vortices produced specific oscillations with frequency decaying as the ratio of 
the mean flow to radius of the tube. 
 
4. Conclusion 
 
Our measurements show that during the highly turbulent stage of flow evolution the mean 
magnetic field is reduced by a factor of 0.6. The observed effect can be explained as the result 
of turbulent diamagnetism described by the term curl (g×B) in the mean-field induction 
equation (here g is the gradient of the energy of turbulent fluctuations and B is the mean 
magnetic field). 
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Abstract : It is numerically demonstrated by means of a magnetohydrodynamic (MHD) code 
that precession can trigger dynamo action in a cylindrical container. Fixing the angle between 
the spin and the precession axis to be π/2, two configurations of the spinning axis can be 
explored: either the symmetry axis of the cylinder is parallel to the spin axis (this 
configuration is henceforth referred to as the axial spin case), or it is perpendicular to the spin 
axis (this configuration is referred to as the equatorial spin case). In both cases, when the 
Reynolds number, based on the radius of the cylinder and its spin angular velocity, increases, 
the flow, which is initially centro-symmetric, loses its stability and bifurcates to a quasi-
periodic motion. This unsteady and asymmetric flow is shown to be capable of sustaining 
dynamo action in the linear and nonlinear regimes. The magnetic field thus generated is 
mainly quadrupolar in the axial spin case while it is mainly dipolar in the equatorial spin 
case. These numerical evidences of dynamo action in a precessing cylindrical container may 
be useful for the design of new dynamo experiments, such as the one planned at the 
DRESDYN facility in Germany [1]. 
 
1. Introduction 
 
The idea that precession can be a potent mechanism to drive dynamo action has long been 
debated (see for example [2]). Modern astrophysical observations of some planetary dynamos 
can contribute to resolving this issue, although definite evidence is still lacking. Because of 
the large computing resources required, it is only recently that numerical computations have 
demonstrated that dynamo action occurs in different precessing containers: spherical [3] and 
spheroidal [4] ones. Since neither spheres nor spheroids are convenient for large-scale 
experiments, it is instructive to investigate whether similar results can be obtained in 
cylindrical containers. The purpose of the present paper is to report results from our 
investigating this issue by using a nonlinear magnetohydrodynamic (MHD) code called 
SFEMaNS (for Spectral / Finite Elements for Maxwell and Navier-Stokes equations, [5]). 
This code solves the nonlinear MHD equations for incompressible fluids in heterogenous 
domains (with spatial distributions of electrical conductivity or magnetic permeability) 
composed on conducting and non-conducting parts. SFEMaNS is spectral in the azimuthal 
direction and uses finite elements in meridional section (see [6] for more details). Six 
parameters govern the flow: the aspect ratio of the container, the precession angle (angle 
between the spin axis OS and the precession axis OP), the spin angle (angle between the 
symmetry axis OZ and the spin axis OS), the precession rate ε (ratio of the precession and 
spin angular velocity), the Reynolds number Re and the magnetic Reynolds number Rm (see 
fig. 1). Choosing the container height equal to its diameter, the precession axis orthogonal to 
the spin axis (precession angle is π/2) and the precession rate ε=0.15, we are left with two 
limit configurations: one called axial spin for which the spin angle is 0 and the symmetry axis 
of the cylinder remains fixed in the precession frame (see fig. 1 right) and another one called 
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equatorial spin for which the spin angle is π/2 and the symmetry axis rotates in the precession 
frame (see fig. 1 left). We focus our attention on these two configurations because, in the 
axial spin case, the wall speed is tangent to the wall and only the viscous stress on the wall 
drives the flow while, in the equatorial spin case, the flow is driven by the pressure on the 
wall and is therefore inertially driven.  The MHD equations solved by SFEMaNS are written: 

 
 
 

where u, p and h are the velocity field, the pressure and the magnetic field, respectively. f is 
the Lorentz force. 

 
 

Figure 1: Different configurations for precession driving: (left) equatorial spin (the spin angle 
is π/2); (middle) oblique spin; (right) axial spin (the spin angle is 0). OS is the spin axis, OP 

the precession axis and OZ the symmetry axis. 
 
2. Hydrodynamic study 
 
In this section we examine the two configurations in the hydrodynamic regime, where Re is 
the control parameter. At low Reynolds number, the flow is steady and centro-symmetric, 
meaning that u(r)=-u(-r). At larger Reynolds numbers, the loss of centro-symmetry can be 
monitored by inspecting the symmetric and antisymmetric components of the velocity field: 
us(r,t)= (u(r,t)-u(-r,t))/2 and ua(r,t)= (u(r,t)+u(-r,t))/2. In the Navier-Stokes simulations 
reported here, we monitor the time evolution of the total kinetic energy K(t)= 0.5 ∫ u2 dV and 
that of the asymmetric kinetic energy Ka(t)= 0.5 ∫ ua

2 dV. The time evolution of these two 
quantities are reported in Figure 2 in the two cases configurations. For the axial spin case, the 
efficiency of the viscous forcing decreases when Re increases; for the equatorial spin case, 
saturation is not achieved yet at Re = 2000, (see left panel). The asymmetry ratio is larger in 
the equatorial spin case than in the axial spin case (see right panel). Based on the 
phenomenological argument that dynamo action is favored by symmetry breaking, it could be 
anticipated that the equatorial spin case would generate dynamo action at a lower threshold 
than the axial spin case. However, it is shown below that this intuitive argument is incorrect. 
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Figure 2: Comparisons between the axial and equatorial spin cases in the reference frame of 
the wall (also called the mantle frame) for a fixed precession rate 0.15: (left) total kinetic 

energy as a function of Re; (right) asymmetry ratio Ka(t)/K(t) as a function of Re. 
 

 
3. Dynamo action 
 
We now investigate the MHD regime, where Re and Rm are the two control parameters. The 
nonlinear MHD simulations use a small magnetic seed field as initial data or restart from a 
state computed at neighboring parameters. As already observed for spherical and spheroidal 
dynamos, dynamo action occurs after symmetry breaking of the flow when the magnetic 
dissipation is small enough, i.e. for magnetic Reynolds numbers Rm above a critical value 
Rmc(Re). 
In the axial spin case, we have found [7] that Rmc ≈ 750 at Re = 1200. The generated 
magnetic field is unsteady and mainly quadrupolar. The computed critical curve Rmc(Re) is 
shown in Figure 3. The critical magnetic Reynolds number is not a monotonic function of Re; 
there is a minimum value at Re = 1200. It seems that increasing Re leads to an efficiency 
reduction of the dynamo. 
 

 
 
 

Figure 3: Critical curve Rmc(Re) in the axial spin case. 
 
In the equatorial spin case, various MHD runs are performed at Re=1200 for different values 
of the magnetic Reynolds numbers Rm. The onset of dynamo action is monitored by 
recording the time evolution of the magnetic energy in the conducting fluid M(t)= 0.5 ∫ h2 dV. 
Two types of simulations are done: linear dynamo runs are first performed by imposing f = 0 
in the Navier-Stokes equations, i.e. the retroaction of the Lorentz force on the velocity field is 
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disabled, then the Lorentz force f is restored in the Navier-Stokes equations to observe the 
nonlinear saturation.  
 

 
 
Figure 4: Time evolution of the magnetic energy M in the conducting fluid (left) in the linear 
regime from t = 275 at Re = 1200 and various Rm as indicated (in lin-log scale) and (right) in 

the nonlinear regime for Re = 1200 and various Rm as indicated. Equatorial spin case. 
 

(1) A first series of linear dynamo simulations is done with Rm=1200, 2000 and 2400. The 
time evolution of M  is shown in Figure 4 (left). The initial velocity and magnetic field for the 
runs at Rm=2000 and 2400 are the velocity and the magnetic fields obtained from the run at 
Rm=1200 at t=282. Dynamo action occurs when M(t) is an increasing function of time for 
large times with a positive growthrate (as is the case for Rm=2400). Linear interpolation of 
the growthrates gives the critical magnetic Reynolds number Rmc ≈2130 at Re=1200, i.e. the 
critical magnetic Reynolds number is almost three times larger than that in the axial spin case. 
 
(2) To observe the nonlinear saturation (the Lorentz force f is restored in the Navier-Stokes 
equations), we use as initial data the velocity and magnetic fields from the linear MHD run at 
t=346 for Rm=2400. The amplitude of the initial magnetic field is multiplied by 400 to reach 
saturation faster; the initial velocity field is kept unchanged. Figure 4 (right) shows that M 
decreases rapidly over a time period corresponding to one turnover time, i.e. until t=352, and 
begins to oscillate thereafter. After restarting the MHD run at t=382 with Rm=2000 and 
running it until t=428, we observe that M decreases. After restarting the MHD run at t=412 
with Rm=1200 and running it until t=446, we observe that the dynamo dies in a short time 
lapse. A snapshot of the vorticity and the magnetic field lines at Re=1200 and Rm=2400 is 
shown on fig. 5. We observe a central S-shaped vortex deformed by the precession and 
connected to the walls through viscous boundary layers. The magnetic energy is dominated by 
the azimuthal modes m=1, 2, 3 and the magnetic field lines exhibit a dominant dipolar shape. 
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Figure 5: Snapshot at Re=1200 and Rm = 2400 of the vorticity field lines (grey/red) and the 
magnetic field lines colored by the axial component (light grey/yellow for positive vertical 
magnetic field component and black/blue for negative vertical magnetic field component). 

The view is seen from the side (Ox is the spin axis, Oz the precession axis). 
Equatorial spin case. 

 
4. Conclusion 
 
We have studied the dynamo capabilities of a precessing cylinder in two limit configurations. 
The dynamo threshold found in the equatorial spin configuration is larger than that found in 
the axial spin configuration at the same Reynolds number Re=1200. This result contradicts 
the intuition that wall-normal stress would enhance symmetry breaking and would favor 
dynamo action. The challenge is now to increase the Reynolds numbers in the MHD 
simulations to more realistic values. 
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Abstract: I derive, simplify and analyze integral evolutional laws of the kinetic, magnetic, 

and orientation energies in the liquid core of the Earth’s type planets. These laws are reduced 

to the system of three ordinary differential equations for a given convection power. Estimates 

are obtained for the characteristic velocities, magnetic fields, periods and scales depending on 

the convection power at the stable states and near the inversion/excursion. That allows 

estimating how diffusion can determine the average period between geomagnetic reversals 

due to turbulent, thermal, electromagnetic and critical viscosity-compositional processes.  

 

1. Introduction 

 I derive, simplify and analyze integral evolutional laws of the kinetic, magnetic, and 

original orientation energies in the liquid core of the Earth’s type planets. These integral laws 

are reduced to the simplest system of three ordinary differential equations for a given 

convection power.  

 Estimates are obtained for the characteristic velocities, magnetic fields, periods and scales 

depending on the convection power at the stable states and near the inversion/excursion. It 

was shown that for the implementation of this short-time inversion/excursion the convection 

power should achieve some rare value, while a normal deviation from this value results in 

longer-time stable period. Here the inversion is a global process when the volume integral of 

the scalar product of convective velocity on the magnetic field changes sign.  

 So, the inversions and asymmetries are due to two types of stable states. Named as “lined” 

is a state with the magnetic field predominantly directed along velocity, while “contra lined” 

state is with their opposite direction. The lined state is characterized by smaller convection 

power and magnetic field in contrast to the contra lined state. The duration of the lined state is 

likely smaller than the duration of opposite state when the geodynamo power gradually 

increases with time, while for decreasing power it is vice versa.  

 Basing on the obtained results I estimate how diffusion can determine the average period 

between geomagnetic reversals due to turbulent, thermal, electromagnetic and critical 

viscosity-compositional processes. Predominant in this process, in many cases, can be 

identified from the dependence of the reversal frequency on the magnetic field intensity from 

paleomagnetic data. The data available to me suggest domination of the thermal processes. 

 

2. Initial equations and hydromagnetic integrals 

 Initial equations with buoyancy acceleration A, velocity V and electromagnetic fields are 

from [1, 2] for the Earth’s type planets: 
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Notations are standard hereafter. Magnetic B, electric E and velocity V fields in (1-5) should 

satisfy jump (6, 7) and no-sleep (8) conditions on outside insulating *rr =  and inside 

conducting irr =  co-rotating boundaries: 
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[B]=0,                [E]=0,                V=0.                                                                           (6, 7, 8) 

 Integrating the scalar product of ρV by (1) over the conducting planetary core one obtain 

the well-known equation for the kinetic energy: 
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 Similarly B/µ0 times (3) with making use of (4-8) and E=0 on the insulating boundary 

give us known magnetic energy equation (10) together with Lorentz force power 

representation (11) that will be useful for further simplification: 
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 To obtain the equation for cross-helicity V·B, I multiply (1) with B, (3) with V, add the 

results, integrate, simplify and denoting σµνη 0/1+= , obtain: 
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Multiplying the first integral in (12) by 0/ µρ , I define orientation energy: 
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 Let’s as well universally define a given convection power as  
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3. Simplified system 

 I define time-dependent kinetic Y, magnetic X and orientation Z values as 
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while stars are marking slowly varying with time typical values. 

 Using given W(t) from (14), simply approximating vectors production and derivatives and 

neglecting by small terms I obtain from (9-12) the simplest system:  
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 Here c, τ, C and ω cold slowly change with time and will be estimated below.  

 All the derivatives of the system (16) are zero in stationary point that is denoted by s:   
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 Here ο is an average between velocity and magnetic field. This angle πο ≈ in the stable 

state, while 2/πο ±≈  during inversion/excursion when W=W0. Supposing C=B0/V0, Xs=B0, 

Ys=V0 for this moment I obtain typical inversion/excursion values: 
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Those estimates are for W0 = 3·10
-13 
Вт/кг from [Braginsky, Roberts, 1995; Starchenko, Jones, 

2002; Starchenko, Pushkarev, 2013; Olson et al., 2013], well-known ρ = 10
4 

kg/m
3
, while ω = 

10
-6

/s and c = 10
4 

Sm/m are from the chapter 5 below.  

 

4. Inversion frequencies due to diffusion 

 Well-known value of the average time between inversions is about half million years [3, 

4, 5]. Here I consider different diffusion processes matching this value. 

 Turbulent diffusion coefficient I estimate as V
*
d/3 giving the average time T = 3(r

*
)
2
/V

*
d. 

For that using (17) and (C=B* /V*, Xs=B*, Ys=V*) I obtain as required: 
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for different realistic parameters from [6, 2, 1]. Obviously this time T is diminishing with a 

growing of magnetic field that could be tested with paleomagnetic data.  

 Using up to date determination of conductivity σ from [6] one immediately obtain desired 

half-million years as a typical magnetic diffusion time (r
*
)
2
µ0σ that depends on relatively 

well-known material properties only.  

 Thermal diffusion time on magnetic size d could be represented from (16-17) using Xs= B* 

as 

)/( 2

0

2

* WkcBT ρµ≈ .                                                                                                               (20) 

This again gives half-million years with thermal diffusion k=2·10
-5 

m
2
/s from [6]. That (20) 

contrary to (19) is growing with a growing of magnetic field and that is indeed rudely 

confirmed with paleomagnetic data of [4].  

 

5. Scaling of the energy equations 

Here using (15) and planetary dynamo numerical [7] and analytic [8] scaling laws I 

estimate coefficient of the energy system (16) as functions of the given convection power 

W(t).  

Using well-known after Prof. Christensen magnetic scaling law for *B  and (17) I obtain 

an excellent representation for the first coefficient from (16) τ that has a meaning (and real 

value!) of the secular variation 
3/123/12/1

0* )/()()( WHXWHB s =⇒== τρµ .                                                                     (21) 

Here )( * irrH −=  and τ, as it is directly observed for centuries, is of order decades for 

geodynamo typical W~10
-13 

W/kg [7, 2, 1].  

 Scaling law for velocity *V , (17) and (21) gives quadratic equation for 0W : 
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that had been already used in (18) above. 

 Sinus of the average angle between magnetic and velocity field from  [Starchenko, 

Pushkarev, 2013] s could be presented from cosines from (17) as 
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From (25) one can obtain W0 via W. That in (23) determines c(t) from (16). Two remained 

coefficients of (16) are determined by (17) as  

ωρ =/0cWC ,                                                                                                                    (26) 

that with (23) determine all the coefficients with up to only one fitting parameter. 
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One fundamental theoretical problem in the magnetohydrodynamics is the turbulent dynamo 
problem, i.e., the problem of the generation of a large-scale homogeneous magnetic field by 
the energy of the turbulent motion, which attracts large attention due to many applications in 
both the astrophysical and laboratory plasmas. It is known that the dynamo problem can be 
investigated on the fundamental level of a microscopic model by using the field theoretic 
formulation of the stochastic problem based on the stochastic magnetohydrodynamics 
equations with the presence of helicity (spatial parity violation) [1, 2]. In Refs. [1, 2], it was 
shown by using the field theoretic renormalization group technique that the presence of the 
helicity in the system leads to instabilities which are stabilized by the spontaneous occurrence 
of a non-vanishing homogeneous mean magnetic field which, at the same time, breaks the 
symmetry of the system. Namely, the generation of the large-scale magnetic field is the 
necessary condition for damping all perturbations to obtain stable system. However, because 
the instabilities are not manifested at the level of the action function itself but are found only 
starting from one-loop approximation, therefore the symmetry is broken dynamically 
(dynamical symmetry breaking mechanism). In this respect, in Refs. [1, 2] this mechanism 
was used for investigation of the stochastic magnetohydrodynamics with helical isotropic 
energy pumping and the absolute value of the generated magnetic field was found. However, 
the direction of the generated magnetic field remains arbitrary here. On the other hand, as we 
shall show in the present work the direction of the generated magnetic field is determined 
uniquely when the presence of anisotropy is supposed in the system. In this respect, we 
consider the stochastic magnetohydrodynamics with helical and, at the same time, uniaxial 
anisotropic energy pumping. By using the field theoretic renormalization group approach in 
the one-loop approximation it is shown that the presence of the uniaxial anisotropy causes that 
the spontaneously generated large-scale magnetic field has to be oriented in parallel to the 
axis that defines the direction of the uniaxial anisotropy. Besides, the explicit dependence of 
the absolute value of the generated magnetic field as function of the anisotropy parameters is 
found. 
 
 
References 
 
[1] Adzhemyan, L., Vasil'ev, A.N., Gnatich, M.: Theor. Math. Phys. 72 (1987) 940. 
[2] Hnatich, M., Jurcisin, M., Stehlik, M.: Magnetohydrodynamics 37 (2001) 80. 

146

mailto:jurcisin@saske.sk


TOWARDS A PRECESSION DRIVEN DYNAMO EXPERIMENT 
 
 

STEFANI, F.1, ALBRECHT, T.1, GERBETH, G.1, GIESECKE, A.1,  
GUNDRUM, T. 1 , STEGLICH, C. 1, NORE, C. 2
Affiliation: 1Helmholtz-Zentrum Dresden-Rossendorf, P.O. Box 510119, D-01314 
Dresden, Germany, 2LIMSI-CNRS/Bâtiment 508, BP 133, 91403 Orsay cedex, France 
et Université Paris-Sud, 91405 Orsay cedex, France 
e-mail: F.Stefani@hzdr.de 

 
Abstract : The most ambitious project within the DREsden Sodium facility for DYNamo and 
thermohydraulic studies (DRESDYN) is the construction of a precession-driven dynamo 
experiment. After discussing the scientific background and some results of water pre-
experiments and numerical predictions, we focus on the numerous structural and design 
problems of the machine. We also delineate the progress of the building construction, and the 
status of some other experiments that are planned in the framework of DRESDYN. 
 
1. Introduction 
 
Pioneered by the Riga [1] and Karlsruhe [2] liquid sodium experiments, the last fifteen years 
have seen significant progress in the experimental study of the dynamo effect and of related 
magnetic instabilities, such as the magnetorotational instability (MRI) [3,4] and the kink-type 
Tayler instability (TI) [5]. A milestone on this way was the observation of magnetic field 
reversals in the VKS experiment [6] which has spurred renewed interest in simple models to 
explain the corresponding geomagnetic phenomenon [7]. This is but one example for the fact 
that liquid metal experiments, though never representing perfect models of specific cosmic 
bodies, can indeed stimulate geophysical research. 
One of the pressing questions of geo- and astrophysical magnetohydrodynamics concerns the 
energy source of different cosmic dynamos. While thermal and/or compositional buoyancy is 
considered the favourite candidate, precession has long been discussed as a complementary 
energy source of the geodynamo [8,9], in particular at an early evolutionary stage of the 
Earth, prior to the formation of the solid core. Some influence of orbital parameter variations 
can also be guessed from paleomagnetic measurements that show an impact of the 100 kyr 
Milankovic cycle of the Earth’s orbit eccentricity on the reversal statistics of the geomagnetic 
field [10]. Recently, precession driving has also been discussed in connection with the 
generation of the lunar magnetic field [11], and with dynamos in asteroids [12]. 
Therefore, an experimental validation of precession driven dynamo action appears very 
attractive, yet the constructional effort and safety requirements for its realization are 
tremendous. In this paper, we delineate the present state of the preparations of such an 
experiment, along with giving an overview about the further liquid sodium experiments that 
are planned within the DRESDYN project at Helmholtz-Zentrum Dresden-Rossendorf. 
 
2. To B or not to B 
 
Compared to the flow structures underlying the Riga, Karlsruhe and VKS experiment, the 
dynamo action of precession driven flows is not well understood. Recent dynamo simulations 
in spheres [9], cubes [13], and cylinders [14] were typically carried out at Reynolds numbers 
Re of a few thousand, and with magnetic Prandtl numbers Pm not far from 1. Under these 
conditions, dynamo action in cubes and cylinders was obtained at magnetic Reynolds 
numbers Rm:=μσR2Ωrot of around 700 (R is the radius, Ω is the cylinder rotation rate), which 
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is indeed the value our experiment is aiming at. Yet, there are uncertainties about this value, 
which have much to do with the inaccessibility of realistic Reynolds numbers in numerical 
simulations. What has been achieved in this respect is some qualitative, though not 
quantitative, agreement of the dominant flow structures between experiment and numerics for 
precessing cylindrical flows. Basically, at low precession ratios η:=Ωprec/Ωrot the flow is 
dominated by one or a few Kelvin modes. This more or less laminar regime breaks down 
suddenly at η∼0.1 (details depend on the aspect ratio of the cylinder and the angle between 
rotation and precession axis). There are two global features by which this laminar-turbulent 
transition can be easily characterized. The first one is the energy dissipation, measurable by 
the motor power of the rotating cylinder. The second one is the maximum pressure difference 
between opposite points on the side wall of the cylinder. Figure 1a shows the maximum 
pressure p (numerically determined at Re=6680) and the maximum pressure difference Δp 
(numerically determined at Re=6680 and experimentally at Re=1.6x106), with all values up-
scaled to the dimensions of the large machine. The right end-point, at η~0.07, of the parabola-
like experimental Δp curve marks the sudden transition between the laminar and turbulent 
regime. The corresponding numerical Δp curve is qualitatively similar, but shows significant 
quantitative deviations. 
 

 
 
Figure 1: Pressure values for a precessing cylinder with 90° angle between rotation and precession 
axes, when scaled to the large device. (a) Maximum pressure p (numerically determined at Re=6680) 
and maximum pressure difference Δp (numerical and experimental). (b) Pressure distribution 
(numerical) for 4 specific precession ratios. 
 
 
Up to present, dynamo action for precessing cylindrical flows has been confirmed numerically 
for the case Pm~1 and η=0.15 [14]. The critical Rm depends on the specific electrical 
boundary conditions, with a surprisingly low optimum value of 550 for the case of electrically 
conducting side layers and insulating lid layers (actually, this finding has led us to consider an 
inner copper layer attached to the outer stainless steel shell). 
Encouraging as this low critical Rm may look, the question of self-excitation in a real 
precession experiment is far from being settled. Further simulations at lower Pm have led to 
an increase of the critical Rm, and for lower values of η dynamo action has not been shown 
yet.  
Interestingly, an intermediate regime characterized by the occurrence of a few medium-sized 
cyclones has been observed at the ATER experiment in Paris-Meudon [15]. So far, these 
vortex-like structures could not be identified at our water experiment. Here, work is going on 
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to utilize 3D particle image velocimetry to gather simultaneous information on the axial 
components of velocity and vorticity. The helicity distribution that can be computed from 
them could then serve as an input for dynamo simulations. In general, we expect more 
conclusive dynamo predictions, in particular for the cyclonic and the turbulent regime, from a 
close interplay of water test measurements and advanced numerical simulations. 
 
3. Status of preparations 
 
In comparison with previous dynamo experiments, the precession experiment has a higher 
degree of homogeneity since it contains neither impellers nor guiding blades. Its central 
module encases a sodium filled cylindrical volume of 2 m diameter and the same height 
(Figure 2). For this volume, we aim at reaching a rotation rate of 10 Hz (to obtain Rm~700), 
and a precession rate of 1 Hz (to cover the laminar, the cyclonic, and the turbulent flow 
regimes). With total gyroscopic torques of up to 8x106 Nm, we operate at the edge of 
technical feasibility, so that much optimization work is needed to make the machine safely 
operable.  
The complicated simultaneous rotation around two axes poses several challenges: filling and 
emptying procedures, heating and cooling methods, and handling of thermal expansion. A 
decision was made in favor of a slightly enlarged vessel, comprising two conical end-pieces 
that serve, first, for a well-defined filling and emptying procedure at 43° vessel tilting, and, 
second, for hosting two bellows which compensate the thermal expansion of the liquid 
sodium. 
Having defined this basic structure of the central vessel, much effort was, and is still, devoted 
to the optimization of the shell. A shell thickness of around 3 cm is needed anyway to 
withstand the centrifugal pressure of 20 bar in case of pure rotation. For increasing precession 
ratio, this total pressure decreases, but is complemented by a pressure pulsation due to the 
gyroscopic forces (Figure 1).  In addition to those mechanical stresses, we have also to 
consider the thermal stresses that arise from the temperature difference over the shell when 
the dynamo is cooled by a strong flow of air. 
 

 
 

Figure 2: Present status of the design of the precession experiment  
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The next step is the design of the bearings and of a frame that allows to choose different 
angles between rotation and precession axis. Finding appropriate roller bearings for the vessel 
turned out to be extremely challenging, mainly because of the huge gyroscopic torque. It is 
the same gyroscopic torque that also requires a very stable basement (Figure 3a), standing on 
seven pillars, each reaching 22 m deep into the bedrock. The dynamo experiment itself is 
embedded in a containment (Figure 2, right), preventing the rest of the building from the 
consequences of possible sodium leaks. Since the double rotation cannot be stopped quickly 
in case of an accident, this containment is the only chance of preventing jets that would spill 
out of a potential leak from perfectly covering all surrounding areas with burning sodium. For 
such accidents, the containment can be flooded with argon, which is stored in liquid form. 
 

 
 
Figure 3: The DRESDYN building: (a) Construction of the three feet of the precession experiment. (b) 

Present status of the shell construction (as of April 7, 2014). 
 
 
4. DRESDYN – What else is it good for? 
 
Given the significant investment that is needed for the very precession experiment and the 
infrastructure to support it, we have combined this specific installation with creating a general 
platform for a variety of further liquid metal experiments. Another experiment with geo- and 
astrophysical relevance is devoted to the investigation of different combinations of the MRI 
and the current-driven TI. Basically, the set-up is a Taylor-Couette experiment with 2 m 
height and 20 cm gap width. With rotation rates of the inner cylinder of up to 20 Hz we plan 
to reach an Rm of around 40, while the axial magnetic field will lead to a Lundquist number 
of 8. Both values are about twice the respective critical values [16] for the standard version of 
MRI (with only an axial magnetic field applied). Still below those critical values we plan to 
investigate how the helical version of MRI approaches the limit of standard MRI. For this 
purpose, we will use a strong central current, as it was already done in the PROMISE 
experiment [3,4]. This insulated central current can be supplemented by another axial current, 
guided through the (rotating) liquid sodium, which will then allow to investigate arbitrary 
combinations of MRI and TI. A recent theoretical study [17] has shown that even a slight 
addition of current through the liquid would extend the range of application of the helical and 
azimuthal MRI to Keplerian flow profiles. 
The TI will also play a central role in a third experiment in which different flow instabilities 
in liquid metal batteries (LMB) will be studied. LMB’s consist of three self-assembling liquid 
layers [18], an alkali or earth-alkali metal (Na, Mg), an electrolyte, and a metal or half-metal 
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(Bi,Sb).  In order to be competitive, LMB’s have to be constructed quite large, so that 
charging and discharging currents in the order of some kA are to be expected. Under those 
conditions, the occurrence of the TI and of interface instabilities must be carefully avoided 
[19,20]. 
The next installation is an In-Service-Inspection (ISI) experiment for various studies related to 

e DRESDYN building is well advanced. Figure 3b illustrates the status 

cknowledgment 

e acknowledge support from the Helmholtz Alliance LIMTECH. 

eferences 

] Gailitis, A. et al.: Phys. Rev. Lett. 84 (2000) 4365-4368 

v:1311.7223 

 

90 (2003) 05850  

0) 271-280 

0 

 061103 

) 2982-2986 

 

safety aspects of sodium fast reactors (SFR). Related to this, we also intend to investigate the 
impact of magnetic materials on the conditions of magnetic-field self-excitation in the helical 
core flows of SFR’s. 
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of the shell construction as of April 2014. The interior construction is expected to be finalized 
in 2015. Thereafter, the installation of the various experiments can start. It goes without 
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before we can dare to run them with liquid sodium. 
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Abstract: Precession has long been discussed as a complementary energy source of 
homogeneous dynamo action. In the framework of DRESDYN (DREsden Sodium facility for 
DYNamo and thermohydraulic studies) a precession driven dynamo experiment is under 
construction. For proper dimensioning of the sodium experiment, measurements at the 1:6 
down scaled water mockup are compared to numerical simulations. We present pressure, 
velocity, and motor power measurements for the water mockup. Furthermore, we provide an 
insight into mechanical engineering aspects of the real sodium experiment.  
 
1. Introduction 
 
Although most theories of the geodynamo rely on a flow driven by thermal and/or 
compositional buoyancy [1], precession has long been discussed as a complementary energy 
source [2,3,4]. This idea seems to be supported by paleomagnetic measurements showing a 
modulation of the geomagnetic field intensity by the 100 kyr Milankovic cycle of the Earth’s 
orbit eccentricity and by the corresponding 41 kyr cycle of the Earth’s axis obliquity [5]. Most 
interesting in this respect is the correlation of geomagnetic field variations with climate 
changes, as hypothesized for the sequence of ice ages [6]. Recently, precession driving has 
also been discussed in connection with the generation of the ancient lunar magnetic field [7], 
and with dynamos in asteroids [8]. 
Aside from geophysical questions, precession driven dynamo action is also interesting from 
the viewpoint of fundamental MHD. This applies, in particular, to the experimental study of 
dynamo action which has made great progress during the last 15 years [9]. In a sequence with 
the previous liquid metal experiments in Riga [10], Karlsruhe [11] and Cadarache [12], a 
precession driven dynamo experiment would represent a logical next step towards a real 
homogeneous dynamo. With just a fluid rotating around two axes, it would neither contain 
any propeller, as in Riga, nor any assembly of guiding tubes, as in Karlsruhe, nor any soft-
iron material (which is crucial for the low critical magnetic Reynolds number and the nearly 
axisymmetric eigenmode) as in the Cadarache experiment [13]. The precession driven 
dynamo experiment that is planned to be set-up in the framework of the DREsden Sodium 
facility for DYNamo and thermohydraulic studies (DRESDYN) will be a cylindrical stainless-
steel vessel of approximately 2 m diameter and length, rotating with up to 10 Hz around its 
symmetry axis, and with up to 1 Hz around the precession axis whose angle to the symmetry 
axis can be varied between 90° and 45°. With the indicated rotation and precession rates, this 
precessing vessel would exert a huge gyroscopic moment of around 8x106 Nm on the ground 
which requires the construction of a very solid basement. 
Despite some numerical evidence for the possibility of dynamo action in precessing cylinders 
[14] and cubes [15], many aspects are still in need of further investigation. In order to figure 
out optimal design and process parameters for the later large-scale liquid sodium experiment, 
we have started a series of experiments at a smaller, 1:6 down-scaled, water precession 
experiment that is shown in Figure 1. 
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2. The water mock-up and the ultrasonic Doppler system 
 
The 1:6 scaled water experiment is quite similar to the ATER experiment guided by J. Léorat 
[16], but allows additionally for choosing different angles between the rotation and the 
precession axes. The installed measurement equipment enables the determination of the 
torques and motor powers needed to drive the rotation of the cylinder and the turntable, and of 
the gyroscopic torques acting on the basement.  
Concerning the flow field determination, we have installed a number of ultrasonic sensors for 
the determination of the axial velocity component. While the facility can run with rotation 
rates of 10 Hz and precession rates of 1 Hz, the well-known relation d vmax=c2/(8 f) between 
signal depth d and maximal velocity vmax, for given sound velocity c and frequency f, restricts 
the UDV measurements to rather low rotation rates. 
       

       
 

Figure 1: Drawing (a) and photography (b) of the 1:6 downscaled water precession 
experiment for the determination of velocity fields, motor powers, and torques on the 

basement for various driving conditions. 
 
3. Results 
 
For a rather low rotation rate of 0.2 Hz and two different precession ratios ε, Figure 2 shows 
the averaged results of the axial velocity measured by UDV for an angle between the two axes 
of 90°. The left-right asymmetry in Figure 2a (ε=0.053) is a typical indication for the 
dominant non-axisymmetric Kelvin mode with an azimuthal wave number m=1. When scaled 
to the planned 10 Hz rotation rate, and to the 6 times larger sodium facility, the observed 
velocity of 40 mm/s would correspond to a value of around 12 m/s. For a higher precession 
ratio, ε=0.107, this clear structure disappears and gives way to a turbulent flow regime. 
The difference between these two precession ratios illustrates a typical feature of precessing 
flows in cylinders. With the details depending slightly on the aspect ratio of height to 
diameter of the cylinder, we first observe a laminar flow with only a few non-axisymmetric 
modes which changes suddenly, at some critical value, to a turbulent flow. At this point the 
torque that is necessary for driving the rotation, and hence the motor power, jumps 
significantly. 
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Figure 2: Averaged axial velocity component measured by the 6 UDV sensors for two 

different precession ratios in the laminar case (a) at ε=0.053, and in the turbulent case (b) at 
ε=0.107. The cylinder rotation rate was 0.2 Hz. 

 
This behaviour is illustrated in Figure 3 which shows, now for a cylinder rotation rate of 10 
Hz, sudden jumps of the electrical motor power with increasing ε. Figure 3 shows the 
comparison between 3 different cylinder rotation rates, which all exhibit a typical hysteresis 
of the transition between laminar and turbulent regime. It is interesting to note that the critical 
precession ratios for this transition depend only slightly on the rotation rate.  
 

 
 

Figure 3: Electrical power measured at the motor for the cylinder rotation. (a) Comparison 
between 3 different cylinder rotation rates, which all show a typical hysteresis of the transition 
between the laminar and the turbulent regime. Note that the critical precession ratios for this 

transition depend only slightly on the rotation rate. (b) Comparison between 3 different angles 
of the axes between rotation and precession and rotation axes. 

 
In Figure 3b, we compare this transition behavior for 3 different angles between rotation and 
precession axes. For 90°, the upward jump occurs approximately at ε~0.065, while for 
decreasing precession ratio the downward jump occurs at ε~0.055. The critical precession 
ratio changes slightly when we modify the angle between the axes to 80°. Then we have to 
distinguish between the co-rotating case and the counter-rotating case. It seems that the 
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hysteresis becomes broader for the co-rotating case, and narrower for the counter-rotating 
case, although this needs further confirmation. 
 
4. Conclusions 
 
This paper was motivated by the ongoing construction of a precession driven dynamo 
experiment. For the detailed characterization of the fluid flow in a precessing cylinder at 
different precession ratios and angles, we have carried out a variety of experiments at an 1:6 
downscaled water mock-up. The power measurements have confirmed the existence of a 
critical value of the precession ratio at which a transition between a laminar and a turbulent 
flow regime occurs which seems to depend only weakly on the Reynolds number. Up to 
present, the UDV flow measurements were restricted to a rather small rotation rate of 0.2 Hz, 
due to the limitation of the maximum product of depth and velocity. An important goal for 
future measurements is the detailed characterization of the few large-scale helical eddies in 
the cyclonic regime, as they were identified by Particle Image Velocimetry (PIV) at the 
ATER experiment in Meudon [17]. For this purpose, we presently implement and test a 3D-
PIV system for the simultaneous determination of all three velocity components in some finite 
volume of the cylinder. 
The next step will then be to assemble the acquired information about the stationary and 
fluctuating parts of the velocity field into an appropriate form that can then be utilized in 
dynamo codes to determine in detail the conditions and optimal parameters for magnetic field 
self-excitations in the precession driven dynamo. 
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Abstract : We study the galactic dynamo equations with random alpha-coefficient which 
takes two different values corresponding to warm gas and hot gas. Probability that alpha-
coefficient takes the value which corresponds to the hot gas is p. We obtain a critical value of 
the probability p, for which the dynamo cannot support the magnetic field growth and  
calculate the growth rates for various statistical moments of magnetic field.   
 
1. Introduction 
 
It is believed that generation of galactic magnetic fields is a result of dynamo based on a joint 
action of differential rotation and alpha-effect. Intensity of the effects are usually described by 
dimensionless parameters  and  [1]. αR ωR
 
Alpha-effect  depends on the temperature of the interstellar medium. If there are some 
intensive processes in the galaxy, such as star formation or supernovae explosions which 
create regions of ionized hydrogen then the turbulent motions including alpha-effect can be 
changed. In order to include that in galactic dynamo we consider the alpha-effect parameter as 
a random process such as alpha takes two different values. The first value is connected with 
warmed atomic hydrogen, and the second one describes the turbulent motions in regions with 
highly ionized hot gas. The second option occurs with probability p which is connected with 
ratio between hot and warm gas components. 
 
2. The model 
 
We exploit the so-called no-z model which replaces  z-derivatives (z-axis is perpendicular to 
the disc plane) by some algebraic expressions and obtain the magnetic field component 
perpendicular to the disc plane from the solenoidality condition [2, 3]: 
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where  and  are the magnetic field components in the disc plane, is the 
dimensionless amplitude of alpha-effect, is the dimensionless amplitude of differential 
rotation, 

rB ϕB αR

ωR
Rh /=λ is the disc aspect ratio, where  is the half-thickness of the galaxy disc, h R  
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is its radius. The distances are measured in galactic radii ( 10 << r ), and time is measured in 

η

2h where η is the turbulent diffusivity. A conventional estimate is , .  1~αR 10~ωR

 
We assume that  and are described by a random law: 10=ωR αR
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The memory time for is 0.01 or (in some cases) 0.1. αR
 
3. Local approach 
 
Here we present the results for the simplest case of an infinitely thin disc and neglect the 
losses due to diffusion in the disc plane. Then 0=λ and the dynamo equations read 
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We introduce the so-called dynamo number .ωα RRD =  If generation is weak, i.e. dynamo 
number is small, magnetic field decays, if however dynamo number exceeds a critical value 

 magnetic field grows.  ,7≈crD
The dynamo equations (3) – (4) can be rewritten in the matrix form: 
 

( ) ( ) .

4

4,, 2

2

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

−−

−−
=

π

π

α

ω

ϕϕ

R

R
BBBB

dt
d

rr                                        (6) 

 
which can be solved as follows:  
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where  is the transition matrix: nC
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and: 
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Let 
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The angle θ  at every time  has some distributiontntn Δ= )(θπ n , which can be described by 
so-called transition probability density: 
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For the distribution function has a limit: ∞→n ).()( θπθπ ∞→n Then, the magnetic field 
grows rate is 
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where ( )αα sin,cos=wr  and α  has the limit distribution )(απ∞ [4]. 
 
 
4. Results 
 
First of all, we investigate the dynamo equations numerically for various values of p (Fig.1). 
The magnetic field grows for  and decays for higher ,43.0<p p . 

 
Figure 1: The magnetic field growth for various .p  The solid line shows  the long-

dashed one -  the short-dashed one - 
,30.0=p

,40.0=p .50.0=p  
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The typical growth rates of various statistical  momentums of B are given in Table 1. The 
higher momentums grow faster than lower ones. We found analytically the limiting 
probability density π (Fig. 2) and calculate the magnetic field growth rate analytically using 
this density. Numerical and analytical estimates are compared in the Table 1.  
 
We note that the theoretical estimates for the magnetic field growth rate are systematically 
larger than the numerical ones. Presumably, it means that the theoretical growth rate is 
determined by very rare random events. Another manifestation of intermittency [5] is the fact 
that the growth rates of statistical moments grows with the order of the moment.  
 
 

Table 1: Velocities of different magnetic field momentums growth 
 Βγ  Βγ  

2B
γ  theorγ  

30.0=p  0.219 0.224 0.227 0.250 
40.0=p  0.040 0.052 0.056 0.065 
50.0=p  -0.133 -0.132 -0.128 -0.116 

 
 

 
Figure 2: The probability density for different  the solid line shows :n ,20=n the long-dashed 

line -  the short-dashed one - ,50=n .100=n  
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Abstract : An inherent dynamo process exists in magnetohydrodynamic turbulence and is 
statistical in nature. Turbulent planetary and stellar magnetofluids exhibit large-scale 
magnetic fields and this statistical process may be involved in the origin of these fields.  
 
1. Introduction 
Turbulent magnetohydrodynamic (MHD) flows are expected to exist inside astrophysical [1] 
and geophysical [2] objects, and have also been seen in laboratory dynamo experiments [3]. 
In these physical systems, coherent large-scale magnetic fields are observed and appear to 
arise from an internal dynamo process. In turn, numerical experiments have shown that 
coherent, large-scale magnetic fields arise spontaneously in incompressible, homogeneous 
MHD turbulence, an effect that is especially clear in the ideal case, when viscosity and 
resistivity are zero [4,5], but is also evident in the dissipative case [6]. The inherent dynamo in 
MHD turbulence is statistical and involves broken ergodicity manifesting itself as a broken 
symmetry. The theory of this inherent dynamo has been elucidated relatively recently [7,8] 
and the aim here is to give a qualitative overview of the connection between MHD turbulence 
and magnetic dynamos; further mathematical details can be found in the references cited. 
 
2. Ideal MHD turbulence 
The Earth, due to its proximity, is our best-studied planetary body with regard to MHD 
dynamos and much has been written about it, e.g., [9]. The essential facts are that the Earth 
has a solid inner core and a large fluid outer core, both composed mostly of iron, as well as a 
mantle and then a crust overlying the core. Although density varies from top to bottom in the 
outer core by about 20 percent, the magnetofluid is usually treated as incompressible, 
allowing for a simplified mathematical model of its MHD flows. In addition, it is expected 
that kinetic and magnetic Reynolds numbers are large enough, and that there is enough 
convective stirring occurring, so that the outer core is filled with turbulent magnetofluid. In 
taking the limit of infinitely large Reynolds numbers, we arrive at ideal, incompressible MHD 
turbulence. The primary dynamical variables are the turbulent velocity field u and the 
turbulent magnetic field b; these are functions of time and position and satisfy ∇·u = ∇·b = 0. 
The basic equations of incompressible MHD turbulence are well known and are discussed in 
detail elsewhere, e.g., [10]. (Here we discuss only three-dimensional MHD turbulence.) 
 
To theoretically study and numerically simulate MHD turbulence, we use so-called Galerkin 
expansions, summations over a complete set of orthogonal basis functions, each with its own 
coefficient, to represent either u or b. Each term in the series satisfies given boundary 
conditions (b.c.s) and any other requirements that are imposed, so that a truncated expansion 
can approximate u or b to the desired accuracy. For example, if periodic b.c.s are used, then a 
Fourier (trigonometric) series is appropriate, while for a spherical shell with homogeneous 
b.c.s (to be defined below), then expansion in terms of spherical Bessel function-spherical 
harmonics can be employed. Galerkin basis functions are smooth and continuous, so that 
exact spatial partial derivatives can be found, while time dependence is completely contained 
in the expansion coefficients. In essence, a Galerkin method transforms the partial differential 
MHD equations into a finite set of nonlinear, coupled, ordinary differential equations. 

160

mailto:john.v.shebalin@nasa.gov


 
The simplest geometry for analysis and simulation of a confined magnetofluid is that of a box 
with periodic b.c.s. The spherical case is more pertinent for the geodynamo, but b.c.s suitable 
for theory and computation must be determined. First, we assume that the outer core has 
concentric, spherical boundaries. The confined magnetofluid is ideal and the magnetic field is 
said to be ‘locked into the flow field,’ which moves it about, stretching and bending it. The 
magnetic field reacts back on the flow field and attempts to move it around, in turn. In this 
case, we assume that near solid physical boundaries, except in a thin boundary layer, both 
velocity and magnetic fields are essentially parallel to the boundary and that only inside the 
boundary layer does the magnetic field grow a nonzero component normal to the solid 
boundary. Then, for our mathematical boundaries, we use virtual spherical surfaces, sitting on 
top of the boundary layers, where we impose ‘homogeneous b.c.s.’ These homogeneous b.c.s 
are such that all primary (velocity and magnetic) fields and all derived fields (vorticity, 
electric current, magnetic vector potential) have zero normal components, but unconstrained 
parallel components, on the homogeneous boundaries [11]. (Homogeneous b.c.s appear 
justified when we look at numerical solutions from non-ideal MHD simulations with non-
homogeneous b.c.s [12].)  It turns out that the statistical mechanics of ideal MHD turbulence 
takes essentially the same form in either a periodic box [8] or in a spherical shell with 
homogeneous b.c.s [11], so that Fourier analysis and simulation serve as a viable surrogate for 
the seemingly more realistic spherical Bessel function-spherical harmonic approach. 
 
3. Statistical mechanics 
The set of expansion coefficients representing ideal MHD turbulence forms a conservative 
dynamical system that generally has not just one, but three constants of the motion: the energy 
E = ½∫(u2+b2)dV, cross helicity HC = ½∫u·bdV and magnetic helicity HM = ½∫a·bdV; the 
magnetic vector potential a is defined by ∇×a = b and ∇·a = 0, and integration is over the 
bounded volume V. When V rotates as a whole, HC is no longer constant, but →0 with time. 
Let ũ(k,t) and ),(~ tkb  represent expansion coefficients for the velocity and magnetic field, 
respectively. The wave vectors k have components such that |k| ≤ K < ∞; the lowest values of 
k = |k| correspond to the longest length-scale in the physical volume. The set of all 
independent velocity and magnetic field coefficients defines the phase space Γ of the 
dynamical system, whose dimension is proportional to K3. Statistically, the system is 
described by a canonical ensemble with partition function Z = ∫exp(−αE −βHC −γHM)dΓ; 
integration is over all of phase space Γ and the cofactors α, β and γ are called ‘inverse 
temperatures’ or ‘undetermined multipliers’ as their values are initially unknown. The 
probability density function is given by D = Z−1exp(−αE −βHC −γHM) and may be used to 
determine expectation values for the two independent, complex components of  ũ(k) or )(~ kb .  
 
Historical and theoretical details of ideal MHD statistics may be found elsewhere [8]. Here, 
only those details needed for a brief, qualitative discussion will be mentioned. To begin, the 
three inverse temperatures α, β and γ may be expressed as functions of only one unknown 
variable ϕ, which we have chosen to be the expectation value of the magnetic energy. Thus, 
the entropy functional of the system, σ(ϕ) = −∫DlogDdΓ is also a function of ϕ. As is well 
known [13], entropy is the minimum of the entropy functional. The value of ϕ appropriate for 
the finite dynamical system with given E, HC and HM is then found by determining the value 
ϕ = ϕo that minimizes σ(ϕ). Requiring dσ(ϕ)/dϕ = 0 yields 2ϕo ≈ E + κ|HM|[1 − (HC/ϕo)2], 
after much work [8,11], where and κ|HM| < E, and where κ = 1 for the periodic box Fourier 
case [8], while κ ≈ 1.8638 for a spherical shell geodynamo [11]. When the volume V is 
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rotating as a whole, HC → 0 and ϕo ≈ ½(E + κ|HM|). In addition, analysis reveals that the 
energy in the longest wavelength mode is O(N) times greater than in any shorter wavelength 
mode in the system, where N is the number of modes (i.e., independent values of k in the 
Galerkin expansion). This is in contradistinction to ideal fluid turbulence, where the smallest 
length-scale modes have the most energy [14]. Dissipation depletes smallest length-scale 
modes quickly of their energy, while leaving the largest-scale modes relatively untouched. 
Thus, ideal results have much less relevance to real fluid turbulence, which has a direct 
cascade to smaller length scales in its energy spectrum [14], than for real MHD turbulence, 
which has an inverse cascade to larger length scales [15]. 
 
An advance in the statistical mechanics of ideal MHD turbulence was the discovery of ideal 
eigenmodes [7]. The phase space probability density D is a product of modal densities of the 
form Dk ~ exp[−ỹ†(k) Mk ỹ(k)]; ỹ is a 4 component, complex column vector whose Hermitean 
adjoint is ỹ†= [ )](~)(~)(~)(~ *

2
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1 kkkk bbuu ; here, ‘*’ denotes complex conjugate, )(~ kiu  and 

)(~ kib , i = 1, 2, are the independent components of )(~ ku  and )(~ kb , and Mk is the modal 
Hermitean covariance matrix. We solve the matrix equation Mkẽ = λẽ to find eigenvalues λ 
and eigenvectors ẽ; the matrix Mk, and its eigenvalues , i = 1,2,3,4, are )(i
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The explicit form of eigenvectors ẽi(k) and transformation matrix Uk are given elsewhere [8].  
Corresponding to the eigenvalues , i = 1,2,3,4, the transformed vector ṽ(k) = U)(i
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These equations give the transformed variables or ‘eigenvariables’ )(~ kiv  for each mode and, 
implicitly, also give Uk and ẽi(k). Note that the equations for  and )(~

1 kv )(~
3 kv  are decoupled 

from the equations for  and . The eigenanalysis results given here will help in the 
discussion of broken ergodicity in the next section. 
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4. Broken ergodicity 
Each )(~ kiv  is has its own , which are given in (1). The matrix U)(i

kλ k ∈ SU(4) so that 

, i.e., each side expresses the energy in mode k. However, we 
have seen that the largest-scale mode κ contains O(N) more energy than any of the other N−1 
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modes. If we assume that HM > 0 , it can be shown [8,11] that γ < 0. Then, looking at (1), we 
see that ( k||2

1)4( γηαλ κκ +−= )  must be much smaller than any other , i = 1,2,3, or any 
other , k > κ, i = 1,2,3,4. Analysis [8,11] reveals that the fraction of energy in statistical 
equilibrium that is expected to reside in  is ~  ~1, while all other 

)(i
κλ

)(i
kλ

)(~
4 κv )4(/1 κλ )(~ kiv  are 

~ ~N)(/1 i
kλ −1; here, we have assumed E = 1, and that HM ≠ 0. Then, eigenvariable  is O(1) 

as N→∞, while 
)(~

4 κv
)(~ κiv ~ ε ≈ 0, for i = 1,2,3, and the equations for  and )(~

1 κv )(~
3 κv  in (2) will 

have left-sides that are O(ε); this is only achieved if 0)(~)(~)(~)(~
2121 ≈+≈+ κκκκ bibuiu , i.e., 

the negative helicity part of mode  is zero. Thus, the positive helicity parts of the largest-
scale mode κ , 

κ
)(~)(~

21 κκ uiu −  and )(~)(~
21 κκ bib − , are maximal. Since  and )(~)(~

12 κκ uiu ≈

)(~)(~
12 κκ bib ≈ , we have )(~)(~ κuκκu ×≈ i , )(~)(~ κbκκb ×≈ i  and )(~~)(~ κbκu , i.e., ‘dynamic 

alignment’ [10; pp. 78-79]. (These are Fourier case results [8], where κ = 1, but analogous 
results exist in the spherical geodynamo case [11], where κ = 1.8638.) 
 
In terms of the ideal MHD equations [10], these results imply that ~ ε ≈ 0, 
while for all other eigenvariables, 

dtvd /|)(~|log 4 κ
dtvd i /|)(~|log k ~ 1. Although statistical theory [15] 

ostensibly predicted that all )(~ kiv  have mean values of zero, this requires that all )(~ kiv  have 
sufficiently strongly stochastic forcing. Here, we have seen that when ideal MHD turbulence 
is in statistical equilibrium, it has generally entered into a single helicity state at the largest 
scale and that this state is quantified by the eigenvariable , which has far more energy 
than any other eigenvariable. This leads to a situation in which there is very little driving the 
eigenvariable  to change its value and it becomes almost static, while all other other 
eigenvariables continue to be driven relatively strongly and appear to have zero mean values. 
Thus, in MHD turbulence, we have broken ergodicity, defined [16] as occurring when, ‘In a 
system that is non-ergodic on physical timescales the phase point is effectively confined in 
one subregion or component of phase space.’ Broken ergodicity manifests itself in MHD 
turbulence as a stationary structure at the largest scales of the volume containing a turbulent 
magnetofluid. It produces an effectively coherent structure out of seeming chaos. We will see 
a numerical example of this in the next section. 
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5. Numerical simulation 
As an example of broken ergodicity, drawn from Fourier method MHD run 1a [6,8], consider 
fig. 1, showing )(~Re κiv  vs )(~Im κiv  from simulation time t = 0 to 200; + indicates the origin 
and • the initial point. Run 1a had E = 1, HC = 0.348, HM = 0.092, 643 grid points and 2×105 
time steps (Δt = 10−3). We have seen the same sort of behaviour in all of our ideal MHD runs 
(0 ≤ |HC| < E/2; 0 < |HM| < E), as long as they have enough time steps and enough grid points. 
When dissipation is added for the same initial conditions, the  begin to follow their ideal 
trajectories [6,8], but eventually turn back towards the origin as E → 0. The majority of the 
energy in  is magnetic; as κ|H

)(~
4 κv

)(~
4 κv M|/E →1, energy becomes purely magnetic and 

concentrates at k = κ. However, if a mean field (i.e., constant in space and time) BBo is added 
to b, HM → 0 with time, and the spectral peak at k = κ disappears, while if the volume rotates 
with angular velocity Ωo, the peak persists, but the energy in  is essentially all magnetic. 
Furthermore, as |Ω

)(~
4 κv

o| increases, the dipole moment vector μ begins to align with Ωo, but the 
angle between them saturates relatively quickly as |Ωo| increases, at around 20° for 
simulations on a 32  grid [17] (an effect which remains to be explained theoretically). 3
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Figure 1: Evolution of (unnormalized) eigenvariables for κ = (1,0,0) from 643 run 1a [6]. 

 
6. Conclusion 
Here, we have presented theoretical and numerical results concerning MHD turbulence and 
magnetic dynamos. The principle conclusion is that a statistical process involving broken 
ergodicity and magnetic helicity creates inherent dynamo action in MHD turbulence, causing 
the emergence of a large-scale, coherent magnetic field. This result may be relevant to 
understanding the oigin of planetary and stellar magnetic fields. 
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Abstract: We present a feasible homopolar dynamo design consisting of a flat, multi-arm spiral
coil, which is placed above a fast-spinning metal ring and connected to the latter by sliding liquid-
metal electrical contacts. Using a simple, analytically solvable axisymmetric model, we determine
the optimal design of such a setup. For small contact resistance, the lowest magnetic Reynolds
number, Rm ≈ 34.6, at which the dynamo can work, is attained at the optimal ratio of the outer
and inner radii of the rings Ri/Ro ≈ 0.36 and the spiral pitch angle 54.7◦. In a setup of two copper
rings with the thickness of 3cm, Ri = 10cm and Ro = 30cm, self-excitation of the magnetic field
is expected at a critical rotation frequency around 10Hz.

1 Introduction
The homopolar dynamo is one of the simplest models of the self-excitation of magnetic field by
moving conductors which is often used to illustrate the dynamo action that is thought to be behind
the magnetic fields of the Earth, the Sun and other cosmic bodies [1, 2]. In its simplest form
originally considered by Bullard [3], the dynamo consists of a solid metal disc which rotates about
its axis, and a wire twisted around it and connected through sliding contacts to the rim and the axis
of the disc. At a sufficiently high rotation rate, the voltage induced by the rotation of the disc in
the magnetic field generated by an initial current perturbation can exceed the voltage drop due to
the ohmic resistance. At this point, initial perturbation starts to grow exponentially leading to the
self-excitation of current and its associated magnetic.

Despite its simplicity no successful implementation of the disc dynamo is known so far. The
problem appears to be the sliding electrical contacts which are required to convey the current
between the rim and the axis of the rotating disc. Electrical resistance of the sliding contacts,
usually made of solid graphite brushes, is typically by several orders of magnitude higher than that
of the rest of the setup. This results in unrealistically high rotation rates which are required for
dynamo to operate [4]. To overcome this problem we propose to use liquid-metal sliding electrical
contacts similar to those employed in homopolar motors and generators [5]. The aim of this paper
is to develop a feasible design of the disc dynamo which could achieve self-excitation at realistic
rotation rates.

2 Physical and mathematical models
The principal setup of the proposed disc dynamo shown in Fig. 1(a) consists of a stationary coil (1)
made of a copper disc sectioned by spiral slits and a fast-spinning disc (2) placed beneath it, which
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Figure 1: Schematic view of the disc dynamo setup consisting of a stationary coil (1) made of a
copper disc sectioned by spiral slits and a fast-spinning disc (2), which is electrically connected to
the former by sliding liquid-metal contacts (hatched) (3) (a) and the experimental device (b).

is electrically connected to the former by sliding liquid electrical contacts (3). The coil is supported
by the holders which are not shown in this basic view. The liquid metal is hold in vertical state by
the centrifugal force. Such a compact and symmetric design not only minimizes the electrical
resistance in the system but also makes it amendable to simple analysis which is carried out in the
following.

To simplify the analysis both discs are subsequently assumed to be thin coaxial rings of thick-
ness d, the outer radius Ro ≫ d, and the inner radius Ri = λRo, where 0 < λ < 1 the ratio of the
inner and outer radii. The rings are separated by a small axial distance and connected to each other
at their rims through the sliding liquid-metal electrical contacts. The design of the stationary top
ring, which forms a compact coil consisting of spiral sections is described in detail below. The
bottom ring is mounted on an axle which is driven by an electric motor with the angular velocity Ω.
The electric current I0 is induced by the rotation of the bottom ring in the magnetic field generated
by the same current returning through the coil formed by the top ring. In the solid rotating ring,
the current is assumed to flow radially with the linear density Jr =

I0
2πr , which decreases due to

the charge conservation inversely with the cylindrical radius r. Current returns through the top ring
where it is deflected by the spiral slits that produce an azimuthal component proportional to the
radial one:

Jϕ =−Jrβ =
I0β
2πr

, (1)

where arctanβ the pitch angle of the current lines relative to the radial direction. The shape of slits
following the current lines is governed by Jϕ

Jr
= rdϕ

dr =−β and given by the logarithmic spirals

ϕ(r) = ϕ0 −β lnr, (2)

where ϕ is the azimuthal angle. The electric potential distribution in the coil ring follows from
Ohm’s law

J⃗ =
I0

2πr

(

−⃗er +β e⃗ϕ
)

=−σd∇⃗φc, (3)

as φc(r,ϕ) = I0
2πσd (lnr−βϕ) . Thus, the potential difference along the current line between the

rims of the ring is

∆φc = [φc(r,ϕ(r))]Ro
Ri

=− I0

2πσd
(1+β 2) lnλ . (4)
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The potential difference across the bottom ring, which rotates as a solid body with the azimuthal
velocity vϕ = rΩ, is defined by the radial component of Ohm’s law for a moving medium

Jr =
I0

2πr
= σd(−∂rφd + vϕ Bz),

where Bz is the axial component of the magnetic field. Integrating the expression above over the
ring radius we obtain

− I0

2π
lnλ = σd (−∆φd +ΩΦd) , (5)

where ∆φd = [φd(r)]
Ro
Ri

is the potential difference across the rotating ring and Φd =
´ Ro

Ri
Bzr dr is the

magnetic flux through it. Using the relation Bz = r−1∂r(rAϕ ), the latter can be expressed in terms
of the azimuthal component of the magnetic vector potential Aϕ as

Φd =
[

rAϕ
]Ro

r=Ri
. (6)

In the stationary state, which is assumed here, the potential difference induced by the rotating ring
in Eq. (5) is supposed to balance that over the coil defined by Eq. (4) as well as the potential drop
over the liquid-metal contacts with the effective resistance R : ∆φd = ∆φc +RI0. This equation
implicitly defines the marginal rotation rate at which a steady current can sustain itself.

To complete the solution we need to evaluate the magnetic flux (6) through the rotating disc.
The azimuthal component of the vector potential appearing in Eq. (6) is generated by the respective
component of the electric current which is present only in the coil. Thus, we have

Aϕ (r,z) =
µ0

4π

2πˆ

0

R0ˆ

Ri

Jϕ (r′)cosϕ r′ dr′ dϕ
√

r′2 −2r′r cosϕ + r2 + z2
,

where z is the axial distance from the coil ring carrying the azimuthal current Jϕ defined by Eq.
(1). Note that the poloidal currents with radial and axial components circulating through the rings
and liquid-metal contacts produce purely toroidal magnetic field, which is parallel to the velocity
of the rotating ring and, thus, do not interact with the latter. In the plane of the ring (z = 0), the
double integral above can be evaluated analytically as Aϕ (r,0) =

µ0β I0
8π2 [F(Ri/r)−F(Ro/r)] , where

the function F(x) = (1− x)K(m+)+ (1+ x)E(m+),+sgn(1− x) [(1+ x)K(m−)+(1− x)E(m−)] ,
which is produced by the computer algebra system Mathematica in terms of the complete elliptic
integrals of the first and second kind, K(m±) and E(m±), of the parameter m± = ±4x

(1±x)2 [6]. Taking
into account that F(1) = 4, the magnetic flux (6) can be written as

Φc =
µ0β I0Ro

8π2 Φ̄(λ ), (7)

where Φ̄(λ ) = F(λ )+λF(λ−1)−4(1+λ ) is a dimensionless magnetic flux and λ = Ri/Ro is the
radii ratio.

In the following, we assume the axial separation between the rings to be so small that the
magnetic flux through the rotating ring is effectively the same as that through the coil, i. e., Φd ≈
Φc. Substituting the relevant parameters into the equation defining the marginal rotation rate we
eventually obtain

Rm = µ0σdRoΩ =
4π(R̄− (2+κβ 2) lnλ )

κβΦ̄(λ )
, (8)
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Figure 2: Marginal Rm versus λ for only one ring sectioned (κ = 1) at various dimensionless
contact resistances R̄ and the optimal β , (a). Minimal magnetic Reynolds number Rm (b), optimal
radii ratio λ , and the coil pitch angle arctanβ (c) versus the dimensionless contact resistanceR̄.

which is the marginal magnetic Reynolds number defining the dynamo threshold depending on the
spiral pitch angle arctanβ , the radii ratio λ , and the dimensionless contact resistance R̄ = 2πσdR.

The case of solid rotating ring considered above corresponds to κ = 1, whereas κ = 2 corres-
ponds to the rotating ring sectioned similarly to the stationary one except for the opposite direction
of the spiral slits. As seen from the expression above, the latter case is equivalent to the former
with both Rm and β reduced by a factor of

√
2.

Now, let us determine the optimal β and λ that yield the lowest Rm for a given R̄. In the
simplest case of a negligible contact resistance, which corresponds to R̄ = 0, Eq. (8) yields Rm ∼
2/(κβ )+β . It means that Rm attains a minimum at βc =

√

2/κ , which corresponds to the optimal
pitch angles of 54.74◦ and 45◦ for only one and both rings sectioned. The respective lowest values
of Rm, 34.63 and 24.49, are attained at the same optimal radii ratio of λ = 0.3602. (see Fig. 2(a)
for the case of only one ring sectioned). The minimal Rm increases with R̄, which also causes
a steep reduction of the optimal radii ratio and a comparably fast rise of the pitch angle (see Fig.
2(b,c)).

3 Feasible setup
Finally, let us evaluate the rotation rate required for self-excitation in a setup with the outer radius
of Ro = 30cm and the ring thickness of d = 3cm. First, we need to estimate electrical resistance
of sliding liquid-metal contacts. A suitable metal for such contacts may be the eutectic alloy of
GaInSn [5], which is liquid at room temperature with the kinematic viscosity ν = 3.5×10−7 m/s2,
electrical conductivity σGaInSn = 3.3×106 S/m. Assuming the contact gap width of δ = 0.5cm and

the inner radius Ri ≈ 10cm, we have Ri ≈
δσ−1

GaInSn
2πdRi

≈ 0.02 µΩ. The resistance of the outer contact
is by a factor of λ = Ri/R0 = 0.33 lower than Ri. Then the dimensionless contact resistance can be
estimated as R̄ = 2πσCudRi(1+λ )≈ σCu

σGaInSn
δ
Ri
(1+λ )≈ 0.2. If only one disc is sectioned, which

is easier to manufacture, the respective magnetic Reynolds number is Rm ≈ 40. This corresponds
to the rotation frequency f = Ω

2π = Rm
2πµ0σCudRo

≈ 10Hz, which is well within the operation range of
standard AC electric motors. The respective linear velocity of the outer edge of the ring is around
v ≈ 20m/s. At this velocity the tensile stress at the rim of the ring, ρCuv2 ≈ 4MPa, is more than by
an order of magnitude below the yield strength of annealed Copper [7]. The optimal inner radius
Ri ≈ 0.3R0 ≈ 9cm following from Fig. 2(c) is not far from the value assumed above. The respective
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pitch angle for β ≈ 1.6 is about 58◦.
The number of spiral arms is determined by the following arguments. The current distribution

defined by Eq. (1) can hold only in the inner parts of the ring which are radially confined between
the spiral slits. This ideal distribution is expected to break down at the rims, which are radially
exposed to the edges of the ring located at the nearly equipotential metal liquid contacts. In order
to confine this perturbation to the outer rim with r/Ro ≳ 0.9, Eq. (2) suggests that −2π

β ln0.9 ≈ 40
equally distributed spiral slits are required.

The last critical issue is the viscous power losses associated with the turbulent drag acting on
the outer sliding contacts at high shear rates. These losses can be estimated as Q = Sτv ≈ 7kW,

where S ≈ 2πdRo the area of the outer sliding contact, τ = c
4

ρv2

2 is the turbulent shear stress, and
c ≈ 0.02 is the Darcy friction factor for turbulent pipe flow with the Reynolds number Re ∼ 105[8].
Note that the relatively large setup size is due to the turbulent energy dissipation which scales as
Q ∼ (dRo)

−2 ∼ Ω2. Namely, reducing the system size by one third would require about five times
higher power input to achieve self-exitation of the magnetic field.

In conclusion, the proposed disc dynamo design appears feasible in terms of both the disc
spinning rate and the power required to drive it. A corresponding device, which is shown in Fig.
1(b), has been built and is to undergo first tests in May 2014.
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The effect of axial electric current
on the helical magneterotational instability
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Abstract: We present the results of numerical stability analysis of a cylindrical Taylor-Couette
flow of liquid metal carrying an axial electric current in the presence of a generally helical
external magnetic field. Two purely electromagnetic instabilities are found in the presence of
the electric current. The first is a pinch-type instability driven by the interaction of electric
current with its own magnetic field, which is known as the Tayler instability. The axisymmetric
mode of this instability requires a free-space component of the azimuthal magnetic field which
is possible in annular but in solid cylindrical geometry. The second appears to be a new type
of electromagnetic instability driven by the interaction of electric current with a weak collinear
external magnetic field.

1 Introduction
The present paper is concerned with the effect of the axial current passing through liquid metal
in the Taylor-Couette set-up on the so-called helical magnetorotational instability (HMRI).
However the HMRI is able to destabilize centrifugally stable velocity distributions [1, 2], it
does not reach up to the astrophysically relevant Keplerian rotation profile [3, 4]. Recently, it
has been suggested that this limitation of HMRI can be overcome when the azimuthal mag-
netic field component is allowed to have a non-zero rotation, which means an electric current
passing through the fluid [5]. From the physical point of view, current provides an additional
energy source. Thus, instability no longer requires background flow and so can extend over an
unlimited range of velocity profiles. In this paper, we show that there are two such instabilities
which appear in the presence of a background electric current. The first is the so-called Tayler
instability which is a pinch-type instability driven by the interaction of electric current with its
own magnetic field [6]. The second is a new type of instability driven by the interaction of
electric current with a weak collinear external magnetic field.

2 Formulation of the problem
Consider an incompressible fluid of kinematic viscosity ν and electrical conductivity σ filling
the gap between two infinite concentric cylinders with inner radius Ri and outer radius Ro ro-
tating respectively with angular velocities Ωi and Ωo in the presence of helical magnetic field
B⃗0 = e⃗zBz + e⃗ϕ Bϕ with the axial component Bz = αB0 and the azimuthal component

Bϕ = B0 [(β − γ)Ri/r+ γr/Ri] (1)

in cylindrical coordinates (r,ϕ ,z). The dimensionless coefficient α defines the magnitude of the
axial component of the magnetic field relative to that of the azimuthal component. The latter
has a free-space part defined by the coefficient β and a rotational part defined by the coefficientγ
which is associated with the axial current density in the fluid j⃗0 = 1

µ0
∇⃗× B⃗0 = e⃗z

2γB0
µ0Ri

, where µ0

1
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Figure 1: Sketch of the problem.

is the magnetic permeability of vacuum. Note that in annular geometry with Ri ̸= 0, the latter
produces also a free-space component with the effective helicity −γ .

Following the inductionless approximation, which holds for most of liquid-metal magneto-
hydrodynamics characterized by small magnetic Reynolds numbers Rem = µ0σv0L ≪ 1, where
v0 and L are the characteristic velocity and length scales, the magnetic field of the currents in-
duced by the fluid flow is assumed to be negligible relative to the imposed field B⃗0 everywhere
except the Navier-Stokes equation

∂t⃗v+(⃗v · ∇⃗)⃗v = ρ−1
(

−∇⃗p+ j⃗× B⃗
)

+ν∇⃗2⃗v, (2)

where, as shown below, its interaction with the background electric current j⃗0 results in a non-
negligible perturbation of the electromagnetic body force. The electric current is governed
by Ohm’s law for a moving medium j⃗ = σ

(

E⃗ + v⃗× B⃗0

)

and related to the magnetic field by

Ampère’s law j⃗ = µ−1
0 ∇⃗× B⃗. In addition, we assume that the characteristic time of velocity

variation is much longer than the magnetic diffusion time τ0 ≫ τm = µ0σL2. This leads to the
quasi-stationary approximation, according to which ∇⃗× E⃗ = 0 and E⃗ = −∇⃗Φ, where Φ is the
electrostatic potential. Mass and charge conservation imply ∇⃗ · v⃗ = ∇⃗ · j⃗ = 0.

The problem admits base state with a purely azimuthal velocity distribution v⃗0(r) = e⃗ϕ v0(r),

where v0(r) = r ΩoR2
o−ΩiR2

i
R2

o−R2
i

+ 1
r

Ωo−Ωi
R−2

o −R−2
i
. Note that the magnetic field does not affect the base flow

because it gives rise only to the electrostatic potential Φ0(r) = B0
∫

v0(r)dr whose gradient
compensates the induced electric field so that there is no current in the base state ( j⃗0 = 0).
However, a current may appear in a perturbed state

{

v⃗, p
B⃗,Φ

}

(⃗r, t) =
{

v⃗0, p0
B⃗0,Φ0

}

(r)+
{

v⃗1, p1
B⃗1,Φ1

}

(⃗r, t),

where v⃗1, p1, B⃗1, and Φ1 present small-amplitude perturbations.
In the following, we focus on axisymmetric perturbations for which the solenoidity con-

straints are satisfied by meridional stream functions for fluid flow and electric current as v⃗ =
v⃗eϕ + ∇⃗× (ψ e⃗ϕ ), j⃗ = j⃗eϕ + ∇⃗× (h⃗eϕ ). Note that h is the azimuthal component of the induced
magnetic field which is used subsequently instead of Φ for the description of the induced cur-
rent. For numerical purposes, we introduce also the vorticity ω⃗ =ω e⃗ϕ +∇⃗×(v⃗eϕ ) = ∇⃗× v⃗ as an
auxiliary variable. The perturbation is sought in the normal mode form

{

v1,ω1,ψ1,h1,g1
}

(⃗r, t)=

2
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{

v̂, ω̂ , ψ̂, ĥ, ĝ
}

(r)× eγt+ikz, where γ is, in general, a complex growth rate and k is the axial
wave number which is real for the conventional stability analysis and complex for absolute in-
stability. Henceforth, we proceed to dimensionless variables by using Ri, R2

i /ν , RiΩi, B0, and
σ µ0B0R2

i Ωi as the length, time, velocity, and the induced magnetic field scales, respectively.
Non-dimensionalised governing equations then read as

γ v̂ = Dkv̂+Reikr−1(r2Ω)′ψ̂ +Ha2(ikα ĥ+2γ ĝ), (3)
γω̂ = Dkω̂ +2ReikΩv̂+Ha2ik[ikαψ̂ −2((β − γ)r−2 + γ)ĥ], (4)

0 = Dkψ̂ + ω̂, (5)
0 = Dkĥ+ ik[α v̂−2(β − γ)r−2ψ̂], (6)
0 = Dkĝ+ k2αψ̂, (7)

where Dk f ≡ r−1 (r f ′)′ − (r−2 + k2) f and the prime stands for d
dr ; Re = R2

i Ωi/ν and Ha =

RiB0

√

σ
ρν are Reynolds and Hartmann numbers, respectively; Ω(r) = λ−2−µ+r−2(µ−1)

λ−2−1 is the

dimensionless angular velocity of the base flow defined by λ = Ro/Ri and µ = Ωo/Ωi.
The boundary conditions for the flow perturbation on the inner and outer cylinders at r = 1

and r = λ , respectively, are v̂ = ψ̂ = ψ̂ ′ = 0. The boundary conditions for ĥ for insulating and
perfectly conducting cylinders, respectively, are ĥ = 0 and (rĥ)′ = 0 at r = 1;λ . The boundary
conditions for the radial component of the induced magnetic field ĝ follow from the solution of
Eq. (7) in the free space, where ψ̂ ≡ 0. Thus, we have ĝ(r) = GiI1(kr) and ĝ(r) = GoK1(kr) for
0 ≤ r ≤ 1 and r ≥ λ , respectively, where In and Kn are the modified Bessel functions of the first
and second types of index n. Taking the ratio (rĝ)′/ĝ to eliminate the unknown constants Gi and
Go leads to the following boundary conditions for ĝ (rĝ)′ = ci(kr)ĝ at r = 1 and (rĝ)′ = co(kr)ĝ
at r = λ , where ci(kr) = krI0(kr)/I1(kr) and co(kr) =−krK0(kr)/K1(kr).

3 Results
In the following, the ratio of radii of inner and outer cylinders is fixed to λ = 2 and the cylinders
are assumed to be insulating. We start with a hydrodynamically unstable flow corresponding
to the ratio of rotation rates µ = 0.2, which is below the Rayleigh limit µc = λ−2 = 0.25. The
magnetic field is helical with the axial component fixed by α = 1 and the azimuthal component
generated only by the current passing through the fluid which corresponds β = 0. In purely axial
magnetic field corresponding to γ = 0, the flow becomes centrifugally unstable to stationary
Taylor vortices when Reynolds number exceeds the marginal value which is plotted in Fig.
2 against the wave number. Addition of a weak azimuthal component of the magnetic field
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Figure 2: Marginal Reynolds number versus the wave number for a hydrodynamically unstable
flow with µ = 0.2 (a) and for a hydrodynamically stable flow with µ = 0.3 (b) at various
helicities γ of rotational helical magnetic field with α = 1, β = 0 and α = β = 0 (c) for Ha= 10.
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reduces the instability threshold and makes the instability oscillatory (ω ̸= 0). However, the
main result seen in Fig. 2(a) is the drop of the marginal Reynolds number to zero in a range of
intermediate wave numbers when γ ≳ 3.7. Zero Reynolds number means that this instability is
entirely electromagnetic and independent of the base flow. We will see later that there are two
different electromagnetic mechanisms driving this instability.

Next, let us turn to the hydrodynamically stable flow with the ratio of rotation rates set to
µ = 0.3 > µc which is above the Rayleigh limit. As seen in Fig. 2(b), a moderately helical
rotational magnetic field can destabilize this flow similarly to helical free-space magnetic field.
In both cases, neutral stability curves from closed contours which means that the instability is
constrained to certain ranges of the wave numbers and Reynolds numbers. Namely, in contrast
to the hydrodynamically unstable case considered above, there are now two marginal Reynolds
numbers – the lower one by exceeding which the flow destabilizes, and the upper one by ex-
ceeding which the flow restabilizes. This picture changes when the helicity of the rotational
field exceedsγ ≈ 3.7. As for the hydrodynamically unstable case considered above, marginal
Reynolds number again drops to zero in a certain range of intermediate wave numbers when γ
exceeds this critical value.

Let us consider what happens when the axial component of the magnetic field is switched
off by setting α = 0. It means that the magnetic field is purely azimuthal and it is generated only
by the axial current passing in the liquid annulus. Marginal Reynolds number and the frequency
for both hidrodynamically unstable (µ = 0.2) and stable (µ = 0.3) flows in the magnetic fields
of various strength defined by γ and Ha = 10 is plotted in Fig. 2(c) against the wave number. In
the hydrodynamically unstable case, the effect of purely azimuthal field is very similar to that
of the helical field considered above. Namely, the increase of the axial electric current defined
by γ results in the decrease of marginal Reynolds number, which again drops to zero in a certain
range of wave numbers when γ ≳ 4.5. In contrast to helical magnetic field, now the instability is
basically stationary (ω = 0), although some oscillatory modes appear in the hydrodynamically
stable case at high sufficiently high γ and Reynolds numbers. Also the hydrodynamically stable
flow is affected by this purely azimuthal magnetic field in a slightly different way. Namely,
all neutral stability curves in this case end at zero Reynolds number. Thus, the lower critical
Reynolds number, if any, is always zero in the hydrodynamically case.

Obviously, here we have a z-pinch-type instability which occurs due to a weak compres-
sion of the azimuthal magnetic field lines by a radially inward meridional flow perturbation.
This enhances the electromagnetic pinch force generated by the interaction of the axial electric
current with its own magnetic field and, thus, amplifies the initial perturbation. It is import-
ant to notice that axisymmetric meridional flow affects only the free-space (∼ r−1) but not the
rotational (∼ r) component of the azimuthal magnetic field. The respective induction term is
absent in Eq. (6) because axisymmetric meridional flow conserves the flux of the rotational
azimuthal magnetic field. Thus, besides the rotational component this instability requires also
a free-space component of the azimuthal magnetic field. The latter, however, is possible only
in annular but not in cylindrical geometry. As seen from Eq. (1), the free-space component of
the azimuthal magnetic field associated the axial electric current in annular geometry (Ri ̸= 0)
can be compensated by additional free-space magnetic field with β = γ which leaves only the
rotational component ∼ r as in a solid cylinder.

Now let us check what happens when the axisymmetric pinch instability is eliminated by
applying a compensating free-space magnetic field with β = γ . In this case, to have any elec-
tromagnetic effect on the axisymmetric disturbances considered here, we need to switch on the
axial magnetic field by setting α = 1. The elimination of the pinch instability turns out to have a
surprisingly little effect. Both the critical Reynolds number and frequency, which are shown in
Fig. ??(b) versus the ratio of rotation rates of outer and inner cylinders for Ha = 10, look very
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Figure 3: Marginal Hartmann number versus the wave number for purely electromagnetic (Re=
0) stationary (ω = 0) instabilities in a rotational magnetic field with α = 1, β = 0 (a), α = 1,β =
γ (b) and α = β = 0 (c) at various axial currents defined by γ .

similar to the respective characteristics shown in Fig. ??(a) for the rotational helical magnetic
field with an uncompensated free-space component. As before, the increase of the axial cur-
rent reduces the critical Reynolds number, which in this case drops to zero at the critical value
β = γ ≈ 2.9 leading to an unlimited extension of the instability beyond the Rayleigh limit.

Zero marginal Reynolds number means that the instability does not depend on the back-
ground flow and is driven entirely by electromagnetic force which is defined by the Hartmann
number. The marginal Ha at which neutrally stable purely electromagnetically sustained dis-
turbances of given wave number appear is plotted in Fig. 3 for various axial current parameters
γ in helical magnetic field with uncompensated (α = 1,β = 0) (a) and compensated β = γ (b)
free-space azimuthal components, and in a purely azimuthal field generated only by the axial
current in the liquid annulus (α = β = 0) (c). For the first two helical field configurations, mar-
ginal Ha is seen to vary with γ in a similar way. For purely azimuthal field configuration, when
the axial field component is absent, it is important to note that the instability is determined by
the effective Hartmann number γHa which is independent of γ . As seen in Fig. 3(c), the lowest
value γHac ≈ 42.74 is attained at the critical wave number kc ≈ 3.13.
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Abstract

The report focuses on the linear analysis of a plane-parallel flow stability in transverse
magnetic field (Hartmann flow) with the convective approximation. Obtained and solved
equations that describes the perturbation growth. Founded perturbation modes and
non-excitation conditions of ones. Obtained the equation for the instability increment
and shown to have an instable root of the equation. Also shown that founded instabilities
is qualitatively agrees with the experimental data.

Introduction

Hartmann flow is steady stream between two fixed infinite parallel planes arising for due
to the pressure drop that occurs in a magnetic field directed perperpendicular planes. We
choose the z axis co-directional with the external magnetic field B0, and the x axis direct
along the stream. For such flow there is an exact solution:

Vx(z) =
k2δ

k1 sinh(k1δ)
(cosh(k1δ)− cosh(k2z)), (1)

√

νm
4πρν

Bx = −k2
k1

z +
k2δ

k1 sinh(k1δ)
sinh(k1z), (2)

where k1 = B0/
√
4πρννm, k2 = −(1/ρν)(∂p/∂x). Constants ν and νm are kinematic and

magnetic viscosity, ρ is density of the fluid.
From (1), (2) we can show that with increasing transverse magnetic fields velocity profile

becomes flatter. This flatness is characterized by the Hartmann number: Ha = B0/
√
4πρννm.

Stability of the Hartmann flow was first considered in [1] where the influence of the
magnetic field is taken into account only by changing the velocity field, and obtained (quite
expected) result that with increasing magnetic field stability increases too.

Also worth noting the work of [2], which has been studied experimentally the transition to
turbulence due to the instability Hartmann layer and conditions of turbulence suppression.
Found that when the parameter R = Re/Ha > 380 the flow becomes turbulent. Numerical
simulations [3] gives approximately the same result. Because R is inversely proportional to
the magnetic field, then again, it can be concluded that a weak magnetic field destabilizes
the current.

Two-dimensional perturbations

Assume that instabilities are convective, ie perturbations that arise at any point does not
have time to develop, and are carried over beyond the real pipe. But because the magnetic
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field has (because embeddedness) inhibitory effect, then feasibility of such an assumption, it
should be small.

We can leave this value from the dimensional parameters of the liquid in three ways:
νm/δ, ν/δ and

√
ννm/δ. Since on embeddedness affects only magnetic viscosity, it is logical

to choose the first variant. Thus we obtain:

B0δ√
4πρνm

≪ 1. (3)

In this approximation, we consider that the perturbation does not evolve, moving along
the main flow, ie ∂/∂x = 0. Then investigate the stability of the system of equations:

∂V

∂t
+ (V,∇)V +

1

ρ
(P +

B2

8π
)− 1

4πρ
(B,∇)B− ν∇2V = 0, (4)

∂B

∂t
− (B,∇)V + (V,∇)B− νm∇2V = 0, (5)

∇ ·V = 0, (6)

∇ ·B = 0, (7)

assuming that the main flow is obeys (1), (2), and all the convective instability.
Making the transformation B → B+b, V → V+v, P → P +φ, where V = (V (z), 0, 0),

B = (B(z), 0, B0) - known. We leave only linear members of perturbations. Further, since
on the time t and the coordinate y movement is infinite, then assume that on these variables
perturbation is periodic : f(y, z, t) → f(z)exp(iγt − iky). Ie in each layer dz extends plane
wave. Denoting then bx = b and vx = v write:

b = (b,
∂a

∂z
,−∂a

∂y
) = (b,

∂a

∂z
, ika), (8)

v = (v,
∂q

∂z
,−∂q

∂y
) = (v,

∂q

∂z
, ikq), (9)

where a and q - x components of the vector potential.
Through this transformation of equation (6) and (7) disappears, and y and z components

of the equation (5) are identical. Then the system equations describing the amplitude of a
plane wave perturbation has the form:

iγv + ikV ′q − B0

4πρ

db

dz
− ik

B′

4πρ
a+ νk2v − ν

d2b

dz2
= 0, (10)

iγb− ikV ′a−B0
dv

dz
+ ikB′q + νmk

2b− νm
d2b

dz2
= 0, (11)

dM

dz
− ikN =

B0

4πρ
∇2a, (12)

dN

dz
+ ikM = 0, (13)
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where stood the two quantities:

M = iγq + νk2q − ν
d2q

dz2
, (14)

N =
φ

ρ
+

Bb

4πρ
. (15)

For N values the boundary conditions are obviously zero: N(±δ) = 0. However, you need
another condition to determine the possible wave numbers k. Note that if in the expression
for M make replacement z → −z (or k → −k) it does not change. So we can say that
M(δ) = M(−δ).

Then from (14), (15) and substituted the boundary conditions we obtain the eigenvalues
of the wave number:

k = −i
π

δ
n, n ∈ Z. (16)

Ie for k = 0, there is instability, being increased either the right or left relative to the flow.
Nonzero modes will not be excited, if δ is sufficiently large. We can compare δ with the
parameters of liquid three ways, but since this instability is due to hydrodynamic and elec-
trodynamic forces then choose the variant for δ, where ν and νm includes equally. Therefore,
considering convection assumptions we have range for δ:

√
4πρννm
B0

≪ δ ≪
√
4πρνm
B0

, (17)

which implies that ν ≪ νm or magnetic Prandtl number Prm ≪ 1. And as Ha ≫ 1.

One-dimensional perturbations

It should be noted that for k ̸= 0 system obtained can be solved exactly, but we restrict our
investigation is one-dimensional flow in the y-stable region. Then the vector perturbations
are two-dimensional (no z component). We obtain two independent systems for the potentials
(18), (19) and for the components of the perturbation (20), (21):

iγa−B0
dq

dz
− νm

d2a

dz2
= 0, (18)

iγq − B0

4πρ

da

dz
− ν

d2q

dz2
= 0, (19)

iγb−B0
dv

dz
− νm

d2b

dz2
= 0, (20)

iγv − B0

4πρ

db

dz
− ν

d2v

dz2
= 0, (21)

the pressure disturbance Is expressed through disturbance of the magnetic field as follows:

φ = −Bb

4π
. (22)
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Boundary conditions are as follows:

b(±δ) = v(±δ) =
da

dz
(±δ) =

dq

dz
(±δ) = 0. (23)

Note that when ν = νm in both systems is the symmetry: when replacing b → v
√
4πρ

(or a → q
√
4πρ) form of the equations is not changed. Therefore, the spectrum obtained is a

degenerate, so that the eigenfunctions can be found in the form b = σv
√
4πρ, where σ = ±1.

We have eigenvalues corresponding to stable flow:

iγ = − ν

(2δ)2
(π2n2 +Ha2) ≤ 0, n ∈ Z. (24)

This means that for close values of kinematic and magnetic viscosity low and one-dimensional
perturbations are damped and the flow is stable. However, as follows from (17), there already
been undamped perturbation mode.

System (18), (19) and (20), (21) in the solution will give the same eigenvalues λ and lead
to the same equation for the eigenvalues of the increment γ. We solve (20), (21). We seek a
solution in the form b = b0e

λz, v = v0e
λz. Obtain the eigenvalues:

λ2 =
1

2



iγ

(

1

ν
+

1

νm

)

+
B0

2

4πρννm
±

√

[

iγ

(

1

ν
+

1

νm

)

+
B0

2

4πρννm

]2

− 4γ2

ννm



 . (25)

In view of the boundary conditions we obtain the equation for increment γ:

b1v2 cosh(λ1δ) sinh(λ2δ) = v1b2 sinh(λ1δ) cosh(λ2δ), (26)

where: b1 = B0λ1δ, b2 = B0λ2δ, v1 = δ(iγ − νmλ1
2), v2 = δ(iγ − νmλ2

2) (λ1 taken with plus
before the square root).

Dimensionless γδ2/ν → γ. In the first approximation we set Prm = 0. Then we obtain
the following for the eigenvalues: λ1δ ≃

√

iγ +Ha2, λ2 ≃ 0. Equation (26) can be factored
and written in the form:

iγ

√

iγ +Ha2 = tanh

√

iγ +Ha2. (27)

Roots of equation (27) must satisfy equation (26) in the approximation Prm = 0.
One of the roots (stable) is immediately visible: iγ = −Ha2 < 0. Another root corre-

sponding a pure imaginary increment indicates flow instability: iγ > 0.

Discussion and conclusions

On Fig. 1 shows a summary of the experimental results on the study of the stability of the
Hartmann flow [4]. In these experiments, the measured resistance coefficient: λ = −2p′δ/ρV 2.
For Hartmann flow it has the form: λH ≃ 2Ha/Re. At the graph the deviation of bisector
from the coordinate angle means that flow for the given parameters already turbulent.

From (3) follow that in the convective approximation λ ≪ Ha−1Rem
−1. Since the exper-

iments were carried out at Ha ∼ 102 and Rem ∼ 10−3 (mercury) it is possible to say that
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Figure 1: Experimental data on the resistance coefficient in comparison with the theory for
the flow of Hartmann. Highlighted the range of applicability of the convective approximation.

λH ≪ 10. And as can be seen from Fig. 1 in this field flow is not laminar. Thus found
instability really take place.

Fulfillment of the condition (17) provides only the absence of perturbations aimed parallel
to the planes (ie absence component of the perturbation).As seen from (27) with increasing
Ha instability is suppressed. This can be explained by the fact that with increasing magnetic
field (and as a consequence an increase in the Hartmann number) embeddedness effect will
dominate, making it difficult to form instabilities in the initially laminar flow instabilities.But
the equation (27) obtained in the limit Prm → 0. To determine more precise conditions under
which the flow could be sustained needs detailed analysis of (26).

It should also be noted that in the limit Ha → 0 instability is still present, although it
itself becomes for Poiseuille. Absence of such a limit transition observed in [5], and explained
that a non-zero magnetic field already generates instability, which then can develop without
using a magnetic field.
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Abstract: We study experimentally and theoretically the free surface flow produced by an 
azimuthal Lorentz force in a layer of either a liquid metal or an electrolyte contained in an 
open electromagnetic stirrer with cylindrical geometry. The force is created by the interaction 
of an electric current applied in radial direction and an approximately constant magnetic field 
(0.04 T) parallel to the cylinder’s axis. For the liquid metal flow, we found a pure azimuthal 
motion at the free surface with applied currents from 1 to 2 A. However, for the electrolytic 
flow we observed the appearance of an instability that leads to the formation of anticyclonic 
vortices in the horizontal plane normal to the magnetic field with applied currents in the range 
25-400 mA. We found 4 to 11 traveling vortices that form a polygon and remain for long 
times once they appear.  
 
1. Introduction 
 
Magnetohydrodynamic flows in annular ducts have been widely explored both experimentally 
and theoretically. From the experimental point of view, annular ducts avoid the difficulty of 
considering the entrance region that is present in rectilinear ducts under a strong uniform 
magnetic field. In the most common configuration, the annular duct is formed in the gap 
between two coaxial electrically conducting cylinders, limited by insulating top and bottom 
walls. By placing the duct in the center of a magnetic solenoid, we get an approximately 
uniform magnetic field parallel to the cylinder’s axis. If an electric potential difference is 
applied between the lateral walls of the cylinders, a radial electric current density will arise in 
the conducting fluid. The interaction of the radial current with the axial magnetic field 
produces an azimuthal Lorentz force that drives the flow. Since the pioneering work of Baylis 
[1] and Baylis and Hunt [2], attention has been mainly focused on liquid metal flows at high 
Hartmann numbers, motivated by important applications related with metallurgical and fusion 
blanket technologies. Moresco and Alboussière [3] used the annular duct configuration to 
investigate experimentally the stability properties of the Hartmann layer and the transition to 
turbulence in a liquid metal flow. More recently, disregarding the Hartmann walls with the 
aim at understanding better the role of the sidewall layers, Zhao et al. [4] explored 
numerically the centrifugal instability between coaxial infinite conducting cylinders at large 
Hartmann numbers. They found a system of several axially elongated counter-rotating 
vortices arranged in the radial direction. In a subsequent numerical study, Zhao and Zikanov 
[5] considered the existence of insulating top and bottom Hartmann walls in an annular 
(toroidal) duct of square cross-section with the same geometry and parameter range used in 
the experiment by Moresco and Alboussière. The purpose was to analyze the flow features at 
Reynolds numbers below the threshold of transition to turbulence in Hartmann layers. Among 
many interesting things, they found that the first instability leads to an axisymmetric unsteady 
flow characterized by quasi-periodic transformations of meridional circulation vortices.  
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In contrast with the substantial number of studies of MHD flows in annular ducts using liquid 
metals, it appears that just a few works have been published for the case of electrolytes. 
Unlike liquid metal MHD flows, the Hartmann number in electrolytic flows is usually very 
small. Digilov [6] analyzed the flow of an electrolyte driven by an azimuthal Lorentz force in 
an annular channel. The author obtained an analytic solution for the case of infinite cylinders 
although he assumed that the electric field established between the cylinders (electrodes) is 
decoupled from the fluid flow, which in general is not the case. He performed very simple 
demonstrative experiments finding a pure azimuthal stable flow that showed reasonable 
agreement with the theory. Digilov, however, called the attention about the existence of flow 
regions where, according to the theory of Marcus [7], anticyclonic vortices could appear. In a 
recent paper, Qin and Bau [8] performed a theoretical analysis of the electromagnetically 
driven flow of a binary electrolyte in a concentric annulus under a uniform, axial magnetic 
field. They studied the linear stability of the azimuthal flow when the cylinders are infinitely 
long and found that when the current is directed outwardly, electrochemical effects destabilize 
the flow, originating convective flows in the transverse plane. In turn, when the current is 
directed inwardly, electrochemical reactions have a stabilizing effect and the azimuthal flow 
is linearly stable for all Dean numbers. When the annular duct is finite, pure azimuthal flows 
are not possible and the flow is always three-dimensional independently of the direction of the 
current. To the best of our knowledge, this is the only stability analysis performed in 
electrolytic MHD flows in annular channels. 

In the present study, we investigate experimentally the free surface flow driven by an 
azimuthal Lorentz force in a layer of either a liquid metal or an electrolyte contained in two 
different open cylindrical configurations. When the fluid is an electrolyte, experiments have 
shown the appearance of a flow instability consisting of a varying number of anticyclonic 
traveling vortices for given flow conditions, that is, electric potential difference between the 
electrodes and height of the fluid layer. In spite of the rather simple experimental 
configurations, the studied flow offers a rich dynamic behavior.  
 
2. Experimental setup 
 
The experimental setup consists of a cylindrical open cavity of 76 mm diameter and 12 mm 
depth with one electrode made of a thin sheet of copper wrapped around the inner wall of the 
cavity. A second electrode is introduced in two different configurations (see Fig. 1). In the 
first one, an inner concentric copper cylinder of 25.4 mm diameter is inserted so that the fluid 
is contained in the gap between the cylinders. In the second configuration a circular coin-
shaped copper electrode (of the same diameter as the inner cylinder of configuration I) is 
placed concentrically and embedded in the bottom of the container so that the fluid occupies 
the whole extension of the cylindrical container. In both configurations the container is filled 
with either a liquid metal layer of 5 mm thick (eutectic alloy GaInSn) or a weak electrolytic 
solution of sodium bicarbonate (NaHCO3) at 8.6% by weight that forms a layer whose 
thickness was varied from 2.5 to 10 mm. The container is placed on top of a rectangular 
permanent magnet (150 mm X 100 mm X 25.4 mm) so that an approximately uniform 
magnetic field in the axial direction exists within the layer thickness. The magnetic field 
strength on the bottom of the container is 0.04 T. When an electric potential difference is set 
between the electrodes, a DC radial electric current passes (either outwardly or inwardly, 
depending on the polarity of the electrodes) through the conducting fluid whose intensity 
varied from 1 to 2 A for liquid metal and form 25 to 400 mA for the electrolyte. The 
interaction of the radial current and the axial magnetic field produces a Lorentz force that 
generates fluid motion mainly in the azimuthal direction. Note that electric current in 
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configuration II is not strictly radial in the electrode region but presents an axial component 
that decreases the strength of the driving Lorentz force in that region.  

 
  

 
 
 
 
 
 
 
 
 
 
 

Figure 1: Sketch (lateral view) of the experimental setup in the two explored configurations. 
 
3. Results 
 
Let us first present some experimental results for the liquid metal flow. By taking the 5 mm 
thickness of the liquid metal layer as the characteristic length, the Hartmann number in this 
case is approximately 8. In order to avoid oxidation, a thin layer of hydrochloric acid of 1 mm 
thick was poured on top of the liquid metal, producing small bubbles. Using these bubbles as 
flow tracers, Particle Image Velocimetry (PIV) was implemented to discern approximately the 
free surface flow of the liquid metal. Within the range of explored electric current intensities 
(1 to 2 A), the PIV analysis revealed a pure azimuthal flow on the free surface, as shown in 
Fig 2. Due to the restricted experimental conditions results are not conclusive and a more 
complete characterization of the flow is necessary.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Top view of the liquid metal driven flow with configuration II for an electric current 
of 2 A. The left panel shows the bubbles created once the acid is poured on top of the liquid 

metal. The right panel shows the purely azimuthal velocity field obtained from the PIV 
analysis using the bubbles as tracers. Notice the almost stagnant region where the central 

embedded electrode is located. 
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For the electrolytic flow, experiments in both configurations showed the appearance of an 
instability that leads to the formation of anticyclonic vortices (i.e vortices that rotate in 
opposite sense to the global azimuthatl flow) independently of the direction of the current. 
Due to the small electrical conductivity of the electrolyte ( σ ≈ 6.36 S m-1 ) and the weak 
magnetic field, the Hartmann number is very low (Ha ≈ 0.03). Traveling anticyclonic vortices, 
visualized using dye, are observed to appear close to the wall of the exterior cylinder, their 
number varying from 4 to 11 according to the flow conditions. Vortices form a polygon and 
once they appear, they remain for long times. Figure 3 shows a sample of the vortex 
visualization in both configurations. By changing the layer depth and potential difference, it is 
possible to find the critical layer thickness and electric current for the appearance of the 
instability. All the experiments correspond to small aspect ratios, 0.01 < h/L < 0.4, where h is 
the layer thickness and L is the space between the outer and inner electrodes. For the smallest 
aspect ratio bottom friction inhibits the appearance of anticyclonic vortices. As the aspect 
ratio increases, the current intensity necessary for the emergence of vortices diminishes. The 
flow very close to the surface was explored using PIV. This analysis revealed that in some 
cases vortices also appear close to the inner electrode although these structures were not 
detected with dye visualization.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Dye visualization of the instability observed for a layer thickness of 10 mm. a) and 

b) correspond to configuration I. c) and d) correspond to configuration II. Current intensity for 
a) and c)  is 100 mA. while for b) and d) is 300 mA. 
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According to Marcus [7] vortices embedded in a shearing zonal flow where shear stress and 
vorticity have opposite sign, tend to be fragmented and destroyed in a turn-around time. In 
those regions where the signs are the same, vortices redistribute their vorticity so that its 
maximum value is at the center. This appears to be consistent with the shear stress and 
vorticity calculated from the analytical solution [9] corresponding to the flow between infinite 
cylinders. This solution (see Fig. 4) shows that shear stress and vorticity have the same sign 
close to the inner and outer cylinders and, according to Marcus, these are the zones where 
vortices could exist. These zones can be modified by varying the gap between the cylinders. 
 

 
 
 
 
 

 
 
 

 
 
 

Figure 4: Shear stress and vorticity as function of the radial coordinate at different Ha, 
calculated from the exact analytical solution for infinite coaxial conducting cylinders [9]. 
Shaded region denotes the zone where, according to Marcus [7], vortices cannot persist. 

 
4. Conclusion 
We reported the existence of an instability in the electrolytic flow driven by an azimutal 
Lorentz force in a cylindrical electromagnetic stirrer. The instability is characterized by the 
emergence of stable anticyclonic traveling vortices that form a polygon in the plane normal to 
the axial magnetic field. We observed a varying number of vortices mainly located near the 
outer cylinder although PIV analysis revealed the existence of vortices close to the inner 
electrode. This behavior seems to be supported by the theoretical analysis of Marcus [7] for a 
shearing zonal flow. 
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Abstract: We investigate experimentally the properties of low-Rm MHD turbulence, which takes 
place in a wall bounded domain. First, we look at forced turbulence and show that it is possible to 
observe turbulent velocity fluctuations featuring 2D behaviour (in the sense that they do not depend 
on a spatial coordinate), even though a strongly 3D mean flow exists. Second, we analyse the free 
decay of the turbulence, during which we can distinguish several distinctive regimes.

Introduction 

One of the main features of MHD flows is the action of the Lorentz force, which tends to damp 
momentum along the magnetic field. This process can be interpreted as a diffusion of momentum 
along the magnetic field [1], eventually bringing the flow towards a two-dimensional state. Until 
now, most studies - whether experimental ([2], [3]), theoretical [4], or numerical [5] - have focused 
on cases  where  turbulence  evolves  in  a  space  featuring  either  a  free  surface,  infinitely  distant 
boundaries,  or periodic boundary conditions.  However,  the presence of obstacles is  an intrinsic 
feature of real flows, and any attempt to fully explain their dynamics must account for them. The 
purpose of this study is to understand the effects of walls on the dynamics of electrically-driven 
low-Rm MHD turbulence. This paper breaks down into three parts: we will start by presenting our 
experimental setup, before analyzing the statistical properties of the fully developed turbulent flow, 
and finally looking at the dynamics of its free decay. 

1. Experimental methods

Our  work  was  conducted  using  the  Flowcube,  an  experimental  rig  designed  to  generate  and 
investigate electrically driven turbulence in a closed cubic domain [6]. It consists of a frame of 
inner length  L = 100 mm closed by electrically insulating side plates. Instruments are embedded 
flush within each one of these plates in order to either drive the flow (current injection electrodes) 
or analyze its properties (potential probes and ultrasound transducers). The cube is placed inside the 
450 mm bore of a superconducting magnet, which applies a vertical  magnetic field B0  ez  of up to 
4T. The cube is filled with Gallinstan, an eutectic alloy of gallium, indium and tin, which is liquid at 
room  temperature,  and  characterized  by  a  density  ρ =  6400  kg/m3,  a  kinematic  viscosity 
ν = 4 x 10-7 m²/s and an electrical conductivity σ = 3.4 x 106  S/m. Electrical current is injected by 
means of a 10 x 10 square array of electrodes, alternately connected to the positive and negative 
poles of a DC power supply.  The injection electrodes are located on the bottom plate,  and are 
uniformly separated by a distance li  = 10 mm from each other.  100 uniformly spaced potential 
probes mesh a 30 mm x 30 mm square area located on the bottom plate with a spatial resolution 
Δx = 2.5 mm.  These probes give access to the electric potential field at the plate's surface, from 
which can be deduced the velocity field perpendicular to the magnetic field in the plane right above 
the bottom Hartmann layer [7]. Finally, a vertical row of ultrasound transducers give horizontal 
velocity profiles at different heights along the magnetic field. The spatial domain explored by the 
transducers spans from x = 10 mm to x = 90 mm (the immediate vicinity of the side walls must be 
ignored as the signals are corrupted by strong echoes), with a spatial resolution Δx = 0.22 mm. 
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Figure  1: Sketch  of  the  Flowcube.  Electrical  
current  is  injected  through  the  injection  
electrodes at the bottom. The data acquired in  
sections 2 and 3 come from the probes colored  
in  dark  gray (left  ultrasound transducers  and  
bottom  potential  probes  respectively).  Probes  
colored  in  light  gray  are  present  in  the  
experiment but not exploited in this paper. 

The operating conditions used for the experiments 
are  characterized  by  a  Hartmann  number 
Ha ~ 7300 and a Reynolds number based on the 
turbulent fluctuations Re ~ 30000. A total electrical 

current I = 300 Amps was injected. These parameters were selected for two reasons: first, they yield 
a  strongly  three-dimensional  forced  flow,  where  inertia  and  the  Lorentz  force  are  in  strong 
competition. Second, they lead to a reasonably long decay (around 15 seconds), which is easy to 
capture. The forcing was even and carefully monitored during the measurements. During a typical 
experimental run, the forced state was recorded for 3 minutes after the transient regime vanished 
(almost instantly). The decay was then triggered by suddenly switching off the power supply. The 
recording was kept running during 30 seconds after the decay had been triggered.

2. Forced Turbulence

In this section, we analyze the statistical properties of forced turbulence. The data presented below 
result  from averaging 35000 velocity  profiles  (50  experimental  runs,  during  which  700 forced 
profiles were recorded). 

Figure 2 shows the normalized mean flow and turbulent fluctuations horizontal profiles, at different 
locations away from the forcing. Figure 2.a's bottom signal features a quasi periodic profile, whose 
half wavelength is  li = 10 mm. This length corresponds to the spacing between injection electrodes 
and  can  be  interpreted  as  the  characteristic  length  of  the  forcing.  The  peaks  and  troughs  are 
therefore evidence of counter rotating structures generated by the forcing. As we move up in the 
box,  one  can  see  that  the  amplitude  of  the  mean  flow,  relative  to  the  bottom flow decreases 
dramatically with height. In fact, there appears to be a factor 10 between the bottom flow where the 
forcing takes place and the top flow. This behavior can be put on account of the Lorrentz force not 
being strong enough to compete with inertia throughout the box, therefore leading to strong three-
dimensionality [8]. Figure 2.b, shows that the intensity of the fluctuations at the bottom features 
strong spatial variations. Those variations are quickly damped along z, giving a rather even and 
uniform fluctuation distribution far from the forcing area. Contrary to the mean flow, the amplitude 
of the fluctuations is not damped with height, and seems to be affected by side walls only. 

Figure 3 gives a synthesized view of the previous argument. In particular, figure 3.a shows how 
quickly the mean flow is damped along z, resulting in a very weak residual flow for z > 50 mm. In 
the same spirit, 3.b shows how the intensity of fluctuations is smoothed out and become constant for 
z > 50 mm. In other words, horizontal turbulent fluctuations seem to feature a 2D behavior (in the 
sense that they do not depend on the spatial coordinate z), although the mean flow is strongly three-
dimensional. It is also worth noting that the fluctuations are much more intense than the mean flow 
at any given height. Indeed, they happen to be twice as important at the bottom, but become more 
than twenty times larger at the top. 
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         (a)  Mean Flow                                                (b) Turbulent Fluctuations

Figure 2: horizontal mean flow (left) and turbulent fluctuations (right) perpendicular to the  
magnetic field. Both graphs are normalized by the rms (resp. mean) of the bottom signal.  
Notice the damping of smaller structures by the Lorentz force along z.

               (a)  Mean Flow                                                  (b) Turbulent Fluctuations

Figure 3: Statistical properties against height. Mean flow (left), turbulent fluctuations (right).

Figure 4 gives an alternate representation in Fourier space of the signals displayed earlier.  The 
spectral  examination  of  the  velocity  signals  indicates  how  energy  is  distributed  amongst  the 
different  scales  along  x.  The  bottom  spectrum  shows  a  peak  (marked  by  the  dotted  line) 
corresponding to the scale lp = 19 mm, which happens to be twice the spacing between electrodes, or 
in other words the size of a pair of counter rotating vortices. The energy therefore seems to be 
concentrated  in  this  elementary  pattern:  the  pair  of  counter-rotating  vortices  act  as  the  energy 
injection scale in the experiment. Furthermore, the peak visible at the bottom (i.e. close to where the 
forcing takes place) does not appear elsewhere,  meaning that the energy has been redistributed 

187



amongst scales with height. It is also worth noting the various breaks in slopes that occur in these 
spectra, even though the underlying physical mechanisms remain to be determined. Nonetheless, 
the steep slopes at the right end of the spectra indicate that smaller scales receive very little energy. 

Figure 4: Power spectral density at three  
different heights. The x-axis is normalized  
by the length explored by the ultrasound  
transducers. In this case, lref = 90 mm. The  
spacing  between  injection  electrodes  is  
marked  by  the  dashed  lines,  the  energy  
containing  scale is marked by the dotted  
line.

3. Decaying turbulence

Next, we turn our attention to freely decaying 
turbulence. The results shown in this section 
come  from  averaging  over  50  different 
decays.

Figure 5.a displays the decay of the kinetic 
energy  per  unit  volume  contained  in  the 
bottom square E(t), which is defined by :

E(t )=∑
i

ui(t)
2

2
.

In the previous formula, ui(t) refers to the 
ith  velocity  value  deduced  from  the  bottom 
electric potential measurements at the given 
time  t.  The  signal  is  normalized  by  E(0), 
which  refers  to  the  same  quantity,  but 
evaluated  during  the  forced  state  (i.e.  right 
before  the  decay  was  triggered).  Time  is 
normalized by the Joule time  τJ  =  ρ / σB0

2  . 
Figure 5.b shows the time decay of particular Fourier coefficients contained within the investigation 
area. In other words, we look at the decay of the energy for a given set of structures. Note however 
that since we are restricted to a 30 mm x 30 mm square sampled at 2.5 mm, we actually have access 
to a very limited range of scales contained within 5 mm < l < 15 mm. These scales happen to be  
very close to the injection scale, which limits the extent of our study. Nonetheless, one can clearly  
identify three distinct regimes on both graphs: region (a) for 0 < t/τJ  < 1500, region (b) for 1500 < 
t/τJ  < 5000 and region (c) for t/τJ  < 5000.  As the decay goes on, the slopes of figure 5.a become 
steeper, meaning that energy gets damped more quickly. Looking at figure 5.b, region (a) is a region 
where energy dissipation very clearly depends on the scale. More specifically, the bigger structures 
seem to loose their  energy faster  than the smaller  ones.  In  region (b),  one can observe a  very 
distinctive regime change, where the decay rate becomes scale independent. This regime exhibits a 
steady t-1.5 decay law in agreement with figure 5.a. Region (c) can be referred to as the final stage of 
the decay. In this region the decay appears to become scale specific again, however unlike in the 
early decay, the structures whose energy is dissipated faster are now the smaller ones.

188



        (a) Energy per unit volume decay                                        (b) Scale decay                                

Figure 5: Decay of the kinetic energy per unit volume inside the middle square of the bottom  
plate.  The time axis  is  normalized by the  Joule time  τJ  = 0.47 ms,  which  is  the shortest  
phenomenon occurring in the experiment. Time decay of Fourier coefficients, normalized by  
their respective value before the decay is triggered. The scales considered here are contained  
within the 30 mm x 30 mm central square. The time axis is normalized by the Joule time.  
k ~ 1/l is the wave number associated to the structure of size l.

4. Conclusion

We have presented different aspects of wall-bounded low-Rm MHD turbulence under Ha ~ 7300 
and Re ~ 30000. In these conditions, we observed a forced mean flow presenting very strong three-
dimensionality, characterized by a weak residual flow featuring large structures at the top of the 
box, despite strong forcing took place at small scales at the bottom.  This behavior can be explained 
by the Lorentz force diffusing vorticity along the magnetic field, damping velocity gradients - thus 
smaller structures - along the magnetic field. This phenomenon translates into spectral space by 
various slopes whose physical meaning is still to be tackled. In addition, we obtained unprecedented 
results  regarding the  decay of  wall-bounded MHD turbulence.  Even though they are  still  very 
qualitative,  we were able  to  clearly  identify  different  phases  where  radically  different  physical 
phenomena are likely to occur. 

The work presented here is still very much in progress, and many issues need to be addressed before 
we can give a definitive answer to what is happening during the decay. First, more decays must be 
measured until the results have fully converged. Second, it is necessary to analyze a broader range 
of structures, as those we were limited to are too close to each other. Last, we need to explore other 
operating settings, especially higher magnetic fields. 
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Abstract: A soft instability of helical flows of various structures arising under the impact of 
helically traveling magnetic field of the form )cos(0 θω θρ ktBB −=  is examined. We 
consider inductionless approximation using the "external" friction model in the helical 
coordinate system ζθρ ,, . Neutral stability curves are calculated in logarithmic Hartmann-
Reynolds plane for the pitch angle of helical channel 05 .α =  
 
1. Introduction 
The structure of flows arising in helical channels of induction pumps under the action of a 
rotating magnetic field (RMF) depends both on such characteristics of helical channels as 
curvature and torsion and on MHD flow parameters. A joint impact of these characteristics 
determines the channels drag and, to a certain extent, the efficiency of the pump operation.  
 
2. Mathematical model 
We examine soft instability of laminar and turbulent flows with respect to the appearance of 
stationary or non-stationary spatially periodic secondary structures or waves in the induction-
free approximation and using the "external" friction model. 
 

 
Figure1: Schematic diagram for estimations (a):1- RMF inductor; 2 - helical channel; 3 - 

ferromagnetic core; (b) – relations between helical and cylindrical coordinates. 
 

MHD processes in helical channels are described by the following dimensionless 
vector equations: 

Re ( ) Re ,em
v v v P Lv v f
tω ω λ∂⎡ ⎤+ ∇ = − ∇ + − + < >⎢ ⎥∂⎣ ⎦

r rr r r r      (1) 

          (2) 0,div v =
r

and boundary conditions 0,
r

v =
r       (3) 
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where ,,/)(,/)(Re 100
2

10 rotrotLRRBHaRR −=−=−= ησνωω ier  are the unit vectors 

of the helical coordinate system (HCS) 0 , ,ρ θ ζ  (fig. 1) , 
3

1
,em i i

i
f e f

=

< > =∑
r r  

22 22
2 2 1 2 2

0 0 0 1 0 2 0
0

( 0.5)cos( )cos ; 1 ; ( ) ;att
v rf Ha Sk S G G

μ μ
θ αϕ ρ α ϕ ρ ρ ρ

ρ

− +
−⎛ ⎞+

< >= = − = +⎜ ⎟
⎝ ⎠

 

0 1 ;rρ ρ= + 41 4cos ;μ α= + G1, G2 are functions of 1, rμ  [1], katt is an attenuation factor [2], 
1

0(Re )C V ε
ε ω

ζ

λ
δ

−< >
= is the "external" friction factor [3],  

10.8950.219e ;C ε
ε = 1 00.5 ( )fV R Rω< >= + mean velocity of magnetic field. Factor Cε and 

structural parameter ε  are determined using P-Q characteristic of the helical induction pump 
ACH-3 [2], 0 0 1/ ( )R Rζδ ζ= − . In case of the laminar flow 0.λ =  

The system (1) - (3) components in HCS have the following form: 

( )
2 2

0

2 2

2
0

Re ( ) Re

2 cos sin ,

i j

v v v Pv v v f
t

vv

ρ θ ζ
ω ω

ζθ

θ ζ

λ
ρ ρ

α α
ρ δ θ δ ζ

⎡ ⎤∂ + ∂
+ ⋅∇ − = − + Δ − + −⎢ ⎥

∂ ∂⎢ ⎥⎣ ⎦
⎛ ⎞∂∂

− +⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

ρ ρ

     

( )
2 2

2
0 0 0

cos 2cosRe ( ) Re ,i j

v v vv Pv v v f
t

ρ ϑ ρθ
ω ω θ θ

θ θ

α αλ
ρ ρ δ θ δ ρ θ

∂⎡ ⎤∂ ∂
+ ∇ + = − + Δ − + +⎢ ⎥∂ ∂⎣ ⎦ ∂

       (4) 

( )
2 2

2
0 0 0

sin 2sinRe ( ) Re ,i j

v v v vPv v v f
t
ζ ρ ζ ρ

ω ω ζ
ζ ζ

α αλ
ρ ρ δ ζ ρ δ ζ

∂ ∂⎡ ⎤ ∂
+ ∇ + = − + Δ − + +⎢ ⎥∂ ∂⎣ ⎦

ζ∂
 

where 
22

0 0

sincos( ) ,j j j
i j

v v vvv v v ζθ
ρ

θ ζ

αα v
ρ δ ρ θ δ ρ ζ

∂ ∂ ∂
⋅∇ = ⋅ + +

∂ ∂ ∂
 

2 2
02 ,  2f Ha v f f Ha vζ ζ θ θ= − < > = −   

2 2 24 4

2 2 2 2 2 2 2
0 0 0

2 cos sin ,   , , , ,i i i i
i

v v v vv i
θ ζ

α α j ρ θ ζ
ρ ρ ρ δ ρ θ δ ρ ζ
∂ ∂ ∂ ∂

Δ = + + + =
∂ ∂ ∂ ∂

 (5) 

 
2 2

0 0 0

2 cos sin .
v vvdiv v vρ ζθ

ρ
θ ζ

α α
ρ ρ δ ρ θ δ ρ

∂ ∂∂
= + + +
∂ ∂

r

ζ∂
 

 
3. Problem solution 
The velocity of a unidirectional laminar or mean turbulent flow in a helical channel arising 
under the action of the force 0f  is determined from the solution of the following equation: 

      '' ' 2 4 2 41
0 0 0 0 0 0

0 0

( 0.5)2 cos ( ) cos ( )att
att

k rV V V Ha V Ha kλ α ϕ ρ α ϕ
ρ ρ

ρ+
+ − − ⋅ = − ⋅   (6) 

with boundary conditions 
0 1 0 1

0 0 1
0.

r r
V V

ρ ρ= = +
= =   

Following the Galerkin method, we obtain:    0
1

(k k
k

V H 0 ),ξ α ρ
∞

=

= ∑     (7) 

where Hk is determined from the solution of k equations k kl lH O P= , 
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2 2
04cos ,l att l

2 2 4
0 01 02 12 cos ( 0.5kl k kl kl k kl att klQ In In In Ha k r Inα λ α α= + − + ⋅ +P Ha k Inα= ⋅ 03)

1,k

, 

0 0 0 1( ) sin ,   sin /k k k k k kA sh A r sh rξ α ρ α ρ α ρ α α= + = − ; 
 

kα  are the roots of the equation 1 1 1 1sin ( 1) sin ( 1) 0.k k k kr sh r r sh rα α α α+ − + =     
We specify small velocity and pressure disturbances in the form of waves travelling 

along the θ  and ζ axes, whose amplitude depends on the coordinate ,ρ  i.e. 

   0

0

( )
( )

 exp[ ( )],
( )
( )

v u
Vv v

i a a
v w

PP q

ρ

θ
θ ζ

ζ

ρ
ρ

στ θ ζ
ρ
ρ

+
= × + +

+

      (8)  

where .R i Iσ σ σ= +          
Substituting (8) into (4), (5) and neglecting the squares of minor disturbances, we 

obtain the following system of equations connecting velocity and pressure disturbances: 
0

2
0 0

2 Re 2Re ( ),V igu v Dq u h v h wω
ω θρ ρ

− = − + Δ − + ζ    (9) 

* 0 2
0 0

Re 2Re ( ) ,i h ihgv D V u q v uω θ θ
ω ρ ρ

+ = − + Δ +     (10) 

2
2

0 0

Re 2
( )

i h ih
g Ha w q w uω ζ ζ

ρ ρ
+ = − +Δ + ,     (11) 

0

0 0

2 ( )iDu u h v h wθ ζρ ρ
+ + + = 0,                           (12) 

where 2 2
*

0

1Re ,  ,  ,  ,  ,H R Ig Ha g g Ha D Dω iσ λ σ
ρ ρ ρ

σ σ∂ ∂
= + + = + + = + = +

∂ ∂
 

2
2 2 2 2

2
0 0

2 ,  ,  ,hD D h h h a aθ ζ θ ζρ ρ
Δ = + − = +  are components of the wave vector, 

0 1
0 0 1 0 0 1 0

(/ ( ),  / ( ),  
cos
R RR R R Rθ ζ

)πδ θ δ ζ θ
α
+

= − = − =  is the length of the channel turn, 0ζ  is 
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Expressing w through u and v using (12), determining q and Dq using (11) and 
excluding q from (9), (10), we obtain:  
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where  are linear differential operators: 1 2, ,A A Δ
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Further, the problem of the stability of laminar or mean turbulent flow profile is 
considered within the sub-region 0 1ρ≤ ≤  of the range of values 0ρ . In this case,   boundary 
conditions for the system (13), (14) are 
   

0 1 1
0,u u D u

ρ ρ ρ= = =
= = =       (15) 

   
0 1

0.v v
ρ ρ= =

= =        (16) 

We seek the solution to Eqs. (13)-(14) by the Galerkin method in the form 
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( )k k
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v B kπρ
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where , kC kB  are complex coefficients of the expansions (17), (18),  
   *( ) sink k kA sh ,kζ γ ρ γ ρ γ ρ= +      (19)  

* sin /k k kA shγ γ= − k, γ  are roots of the equation sin cos 0.k k k kch shγ γ γ γ− =  
Substituting the series (17), (18) into Eqs. (13), (14) and accomplishing the procedure 

of Galerkin's method, we obtain a system of 2l homogeneous algebraic equations binding the 
coefficients  and kC kB . Using the solvability condition for this system, singling out the real 
and imaginary parts of the obtained expression, using, to the first approximation, the stability 
change principle 0σ =  and assuming that 0, 1,h k lθ = = =  we obtain an equation connecting 
critical values of MHD parameters Ha, Reω  and aζ : 
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where the integrals  are given in the Appendix.  klIn
 

 
 

Figure 2: Estimations of neutral stability parameters for MHD flows: 1 – in helical channel, 2 
– in cylindrical cavity [4]. 

 
Our estimations by (20) show (fig.2) that helical MHD flows under study possess of 

higher stability level relatively to disturbances of Taylor vortices type in comparison with 
rotational MHD flows in cylindrical cavities under RMF effect [4]. 
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4. Conclusion 
 
A complete solution of the instability problem of MHD flows in helical channels using the 
"external" friction model was derived. Neutral stability conditions were analyzed in the first 
approximation at 0,   1.k lσ = = =  Obtained estimations were compared with known ones for 
rotating MHD flows in cylindrical channels under the impact of RMF.  
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Appendix 
 
The following are the integrals used in the problem (k, l integral indices are not shown for 
simplicity): 
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Abstract: Experimental recordings of the flow generated by magnetic obstacles have been made using 
a liquid metal flowing through a localized magnetic field. The relative motion of the fluid and the 
magnetic field generate electric currents that in turn produce a Lorentz force that opposes the motion 
of the fluid at the position where the magnetic field is located. This effect is known as a magnetic 
obstacle. Previous theoretical studies predict that for a given Hartmann number, the flow transits from 
a steady state to a time-dependent state as the Reynolds number grows. If the Reynolds number is 
increased further, the flow becomes steady again. Our experimental observations suggest that this 
prediction is correct. 
 
1. Introduction 
A magnetic obstacle is defined as the force that opposes the flow of an electricity conducting 
fluid due to the presence of a localized magnetic field. The relative motion between the fluid 
and the applied magnetic field induces electric currents that in turn generate a magnetic field 
and a Lorentz force that tends to disturb the original flow. This phenomenon was identified in 
the 70’s [1], [2] and has been analyzed more recently in references [3] - [8]. The flow 
topology and stability has been described in terms of the Reynolds (Re) and Hartmann (Ha) 
numbers both from the experimental and numerical view points. An important feature of the 
wakes generated by magnetic obstacles, detected with the ultrasonic velocity profile method, 
is that the length of the recirculation region behind the magnetic obstacle increases with the 
Reynolds number to reach a maximum and then decreases [7]. Theoretical studies indicate 
that the for large enough Hartmann numbers, increasing the Reynolds number results in the 
formation of a wake behind the magnetic obstacle with characteristics similar to a von 
Kármán vortex street that occurs behind a rigid obstacle, but in sharp contrast to this last case, 
a further increase of the Reynolds number leads to a reduction of vortex shedding behind the 
magnetic obstacle [8]. In the present contribution, we describe the experimental recordings 
that were made to detect the axial velocity of the flow of a liquid metal in presence of a 
magnetic obstacle with the objective of determining representative properties of the wake that 
allow us to infer the dynamics of the whole structure of the wake. 
 
2. Experimental setup 
The experimental device used in the observations described in this report is a rectangular loop 
made of acrylic (Polymethyl methacrylate) walls with a rectangular effective cross section of 
1 cm x 8 cm. The lengths of the large and short legs of the duct are 85.8 cm and 40 cm 
respectively. The loop is built in sections joined with flanges and the whole system is fixed 
with mounts that separate it from the floor of the table, making it easier to detect possible 
leaks. Straddling at the central region of one of the long legs a rotatory MHD pump is located. 
The pump consists of a motor that spins two disks where 24 permanent magnets are mounted 
radially. This device sets the liquid metal in motion around the loop. A photograph of the 
liquid metal loop is shown in Figure 1. 
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Figure 1: The experimental liquid metal loop. The MHD pump is in the far long leg. The disk and the 
liquid metal rotate in the counterclockwise direction. The magnet is near the middle of the near long 
leg, 30 cm away from the upstream corner and 4 cm over the lower wall of the duct. The ultrasonic 

gauge is in the far right of the picture. 
 

The working fluid is a Ga(68%) In(20%)Sn(12%) eutectic mixture which has a melting 
temperature of 10.5 oC. The magnetic obstacle is created with two 2.54 x 2.54 x 1.25 cm 
Neodynium magnets placed on the outer side of opposite vertical walls of the central part of 
one of the long legs. The magnets are located at 30 cm from the upstream corner and 4 cm 
from the lower horizontal wall of the duct. With this magnet arrangement, the maximum 
magnetic field that can be obtained at the center of the duct is 0.23 T. The position of the 
magnets is illustrated in Figure 1. The velocity of the liquid metal is measured with a Signal 
Processing ultrasonic Doppler velocimeter (UDV) using a probe 0.8 cm in diameter and a 
wave frequency of  4 Hz. With this equipment it is possible to determine one component of 
the velocity along the propagation line of acoustic wave emerging from the emitter. The 
ultrasonic gauge was fixed at the downstream end of the region of analysis to detect the axial 
velocity along the axial coordinate. An appropriate mount was used to place the gauge 
different vertical positions. In steady-state flows, axial measurements at different vertical 
positions allow the reconstruction of the axial velocity distribution in the vertical plane. Given 
that the geometry of the duct and the physical properties of the fluid are fixed, the range of 
Reynolds numbers available in the experimental equipment depends on the power delivered 
by the pump (or equivalently the pressure difference) and the resistance of the duct. The most 
accurate way to estimate the Reynolds number is through direct calibration. This is done by 
detecting the distribution of the average axial velocity in absence of magnetic field for a range 
of MHD pump rotation rates. Once this variable is measured the Reynolds based on the 
hydraulic diameter of the cross section can be calculated and for our experimental conditions 
it is 869 < Re < 4960. The range of Hartmann numbers available depends on the intensity of 
the permanent magnets used and their relative position with respect to the liquid metal. 
Increasing the distance of the magnets to the vertical walls reduces the effective magnitude of 
the magnetic field inside the duct and a range of Hartmann numbers can be obtained. Under 
the geometry of our experiment, and for the liquid metal used, we have 57 < Ha < 96. 
 
3. Theoretical remarks 
A theoretical model for a quasi two-dimensional MHD flow in presence of a magnetic 
obstacle reported previously has been used in the interpretation of the experimental 
recordings; here we describe only the salient features. More details are given in reference [8]. 
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The model consists on the mass and momentum conservation equations including the Lorentz 
force as a source of momentum of the form 

                                                                                           (1) 
where j is the electric current, and Bo is the externally imposed magnetic field which has a 
localized spatial distribution corresponding to a pair of permanent magnets of small 
dimensions compared with the test section of the duct. The electric current is calculated using 
the equation for the induced magnetic field in the direction perpendicular to the vertical 
planes and Ampere's law. The non-dimensional parameters are the Reynolds and the 
Hartmann numbers defined by 

                                                  (2) 
In the previous equations, L is the hydraulic diameter of the duct and D is the gap between the 
vertical walls of the duct. The symbol U is the vertical average axial velocity and ν, ρ, and σ 
stand for the kinematic viscosity, the density and the electric conductivity respectively. 
The boundary conditions considered are uniform flow at the channel entrance and outflow at 
the downstream end of the integration volume. At the lateral walls, periodic boundary 
conditions are considered. 
Theoretical results found in reference [8] indicate that for a given Hartmann number, and 
small Reynolds numbers, no vortices are shed. For a Reynolds number larger than a threshold  
which depends on the Hartmann number, vortices are shed but only for a Reynolds number 
interval, ie., for a given Hartmann number, vortex shedding is suppressed for large enough 
Reynolds numbers. As is described below, this feature is consistent with the observed in the 
experimental records reported. 
 
4. Experimental results 
In all results reported, the axis of coordinates is defined at the center of the magnet with the 
axial and transversal coordinates increasing in the downstream and upward directions 
respectively. The axial velocity ux in the (x, t) space as obtained with the UDV is plotted 
according to the color code bar for Ha = 96 and Re =2965 and for the vertical position y = -
12.7 mm. The left panel displays the velocity ux(x; t) for 0< t< 100 s. and the right panel is a 
zoom to show the detail. The most salient feature of the records is that the axial velocity just 
upstream of the magnet is reduced and then it grows in the region 0< x < 100 mm. as 
compared with its upstream value. The inclined, parallel strips recorded in the region x > 200 
mm indicate the transit of a periodic perturbation in time for a fixed point in space, or in space 
for a snapshot. 

In order to a make a quantitative analysis, we show in Figure 3 a sample of velocity at 
the fixed point (x = 250 mm, y = -12.7 mm) as a function of time for Ha = 60 and Re = 869, 
2965, 4520 and 4960. The original traces have been smoothed with a moving average filter of 
15 points. 
The intensity of the flow can be quantified in terms of the parameter A related to the 
amplitude of the oscillation as 

                                                                                (3) 
 

197



 
Figure 2: Map of axial velocity ux in the (x,t) space, y = -12.7 mm. The panel on the right hand 

side is a zoom. The color indicates the magnitude of the axial velocity. Re = 2965, Ha = 96. 
 

 
Figure 3: Axial velocity ux as a function of time at the point x = 250 mm, y = -12.7 mm for Ha 

= 60. Starting from the top, traces were obtained for Re= 869, 2965, 4520 and 4960. 
 
where < ux > is the average axial velocity over a time interval I. In Fig. 4 we show an example 
of the parameter A as a function of time for three Reynolds numbers, Re=869, 2965 and 4960. 
Although the dynamic behavior of the traces is complex, inspection indicates that the 
amplitude of the traces is not a monotonous function of the Reynolds number. In order to 
make a more quantitative assertion, we also define the parameter L2 as: 

                                                                                    (4) 
Notice that L2 is a function of the Hartmann and Reynolds numbers only and indicates the 
average of the square of the amplitude of the axial velocity oscillation with respect to its 
average value in the interval I.  

 
Figure 4: The parameter A  as a function of time for three Reynolds numbers: Re = 869 

(line-circles), 2965 (line) and 4960(line-dot). 
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In figure 5, L2 is shown as a function of Re for Hartmann = 60. As it can be appreciated, for 
Re < ReM= 4033 the trace is an increasing function of Reynolds number, but then, it reaches a 
maximum to decrease for larger Reynolds numbers. This experimental record is consistent 
with the theoretical result which indicates that after a critical Reynolds number, the vortices in 
the wake of the magnetic obstacle reduce their intensity as the Reynolds number increases. 

 
Figure 5: The parameter L2 as a function of the Reynolds number for Ha = 60. The trace of L2 

attains a maximum at ReM = 4033. 
 
5. Conclusion 
Experimental records of the wake formed by a magnetic obstacle in a liquid metal made with 
an ultrasonic velocimeter have been presented. The velocity records show the presence of 
intermittent perturbations that indicate the presence of vortex shedding. In the magnetic 
obstacle, where a local body force opposes the flow, for flows with a Reynolds number larger 
that a critical value (Re ∼ 4000), we observe that increasing the Reynolds number reduces the 
oscillatory motion in the wake, reducing in turn the influence of the presence of the obstacle 
in the downstream flow. This observation is in agreement with a Q2D theory reported 
previously. 
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Abstract: In a Taylor-Couette experiment on the non-axisymmetric version of the mag-
netorotational instability, performed by Seilmayer et al. [1], a dominantly azimuthal
magnetic field was created by a central vertical copper rod connected to the power source
by two horizontal rods at a height of approximately 0.8 m below and above the cylindrical
volume. The liquid metal flow in the cylindrical gap between the cylinders was simulated
using the OpenFoam library including a Poisson equation for the determination of the
induced electric potential. The slight deviation from a purely axisymmetric azimuthal
imposed magnetic field turns out to have a surprisingly strong effect on both the critical
Hartmann number and the flow structure of the instability.

1. Introduction

Rotating flows with a radially increasing angular momentum are hydrodynamically stable
but can be destabilized by magnetic fields via the magnetorotational instability (MRI)
[2, 3]. If the magnetic field is purely azimuthal, we obtain a non-axisymmetric version
of MRI [4, 5], called the azimuthal magnetorotational instability (AMRI), which plays a
central role in the concept of the MRI dynamo in accretion disks [6].

In a recent liquid metal experiment [1], AMRI was shown to set in approximately at the
predicted value of the magnetic field strength. Yet, there were some significant differences
between the observed and numerically predicted rms values of the velocity. In this paper,
these discrepancies are explained by the strong sensitivity of the AMRI with respect to
slight deviations of the applied magnetic field from axisymmetry. For this purpose, we
simulate the experiment using the OpenFoam library including a Poisson equation for the
determination of the induced electric potential.

2. Problem formulation

Figure 1 shows a sketch of the considered problem which comprises the main features of
the magnetized Taylor-Couette experiment as reported by Seilmayer et al. [1]. A strong
axial electric current Ia flows in a vertical copper rod creating in the melt a dominantly
azimuthal magnetic field.

Due to the contributions of the connections to the power supply, the applied magnetic
field is not anymore purely azimuthal and axisymmetric, but has also radial and axial
components (see Fig 2). In the case of an axisymmetric azimuthal magnetic field we
would have B = B eϕ with a maximal value at the inner cylinder Bmax = B(Ri) =
µ0Ia/(2πRi) ≈ 80 mT (for Ia = 16 kA). Whereas the axial component Bz is three orders
of magnitude smaller than the azimuthal component Bϕ, the Br component can not be
neglected and should be taken into account.
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Figure 1: Sketch of the geometry of the experiment.
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2.1. Governing equations

The interaction between the induced electric current density j and the magnetic field B
yields the induced electromagnetic force density j×B (Lorentz-force) in the melt. Using
the radius of the inner cylinder Ri as the length scale, the azimuthal velocity of the inner
cylinder ΩiRi as the velocity scale, defining Bi = B(Ri), taking into account Ohm’s law
j = σ(−∇Φ + u × B) and the electric charge conservation ∇ · j = 0, we obtain the
dimensionless equation for the momentum conservation

u̇ + (u · ∇)u = −∇p+
1

Re
∆u +

Ha2

Re
(−∇Φ + u×B)×B . (1)

Here we use the definitions Re = ΩiR
2
i /ν and Ha =

√
σ

ρ ν
BiRi for the Reynolds and

Hartmann numbers, respectively. The electric potential Φ can be determined by the
Poisson equation:

∆Φ = ∇ · (u×B) . (2)

We solve equations (1) and (2) simultaneously in the low induction approximation,
i.e. the magnetic induction B is considered to be independent of the flow velocity and
is computed only once using the Biot-Savart law. For more details about the numerical
method see [7].

We use no-slip boundary conditions for the velocity at the rigid walls, and slip boundary
conditions at the narrow open slits between the outer and inner end-caps. At the external
wall, i.e. the outer copper cylinder, we chose for the electric potential Φ = 0, and for the
rest of the boundaries we apply insulating boundary conditions (jn = 0).
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(a) (b) (c)

Figure 2: Magnetic field components Bϕ (a) in the ”xz”-plane parallel to the current loop,
and Br (b) and Bz (c) in the ”yz” plane.

Bϕ/mT Br/mT Bz/mT

3. Results

Figure 3 shows the numerically obtained drift frequency of the AMRI mode with m = 1
for the particular case Re = 1480 and µ = Ωo/Ωi = 0.26, in comparison with the 1-d
linear stability analysis for an infinitely long cylinder [5] and with the experimental results
from [1].
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Figure 3: Drift frequency of the azimuthal mode m = 1 for Re = 1480 and µ = Ωo/Ωi =
0.26.

Ω/Ωi

Ha

Figure 4 shows the computed velocity profiles uz(r = 0.07 m, z) of the azimuthal mode
m = 1 as a function of time for different values of the rotation ratio µ = Ωo/Ωi in
the hypothetical case of a purely axisymmetric azimuthal magnetic field. Evidently, the
AMRI disappears with increasing µ.
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µ = 0.24 µ = 0.25

µ = 0.27 µ = 0.28

Figure 4: Velocity profiles uz(r = 0.07 m, z) of the azimuthal mode m = 1 over time for
different values of the rotation ratio µ = Ωo/Ωi for the case of an axisymmetric
imposed azimuthal magnetic field.

Figure 5 shows the isosurface of the axial velocity component uz for the case of axisym-
metric (left) and non-axisymmetric applied magnetic field (right). For axisymmetry, the
resulting pattern represents a spiral, rotating slightly slower than the outer cylinder. This
spiral is concentrated approximately in the middle of the upper and lower halves of the
cylinder, where we observe a preference for either the upward moving or the downward
moving spiral. Since such a symmetry breaking would not appear in an infinite length
system, it must be attributed to the (minor) flow modifications due to the end walls. The
corresponding simulation for the case that the deviation of the applied magnetic field from
axisymmetry is correctly taken into account is shown on the r.h.s. of Figure 5. The effect
is remarkable: the formerly clearly separated spiral structures now also fill the middle
part of the cylinder and penetrate into the other halves. It is interesting to note that a
similar picture of interpenetrating spirals had been observed in simulations of a corotating
spiral Poiseuille flow [8].

4. Conclusions

We have shown that a careful 3-d simulation is needed to understand the experimental
results of a recent experiment on AMRI. The observed, and numerically confirmed, strong
sensitivity of AMRI with respect to a slight symmetry breaking deserves further attention.
Present work is devoted to the question whether the AMRI shifts also to higher values of
the rotation ratio of outer to inner cylinder when the symmetry breaking of the applied
field is taken into account. It would be of significant astrophysical importance if slight
modifications of an azimuthal field would allow the inductionless AMRI to apply also to
rotation profiles as shallow as the Keplerian one.
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Figure 5: Isosurface of the axial velocity component uz for the cases axisymmetric (left)
and non-axisymmetric (right) applied magnetic field (Ha = 124) showing dif-
ferent flow structures.
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Abstract: This work is concerned with the axial magnetic field effect on the onset of the helicoidal 
wave (spiral mode) in a rotating conical system flow defined by two truncated concentric conical 
cylinders, the inner cone is rotating and the external one is fixed. Two configurations are considered, 
down flow system and up flow system (figure.1.a and .1.b). Therefore, we introduce a new coordinates 
system to analyze the perturbed velocity field in each configurations. Firstly, we determine the mean 
velocity distribution corresponding to the steady laminar regime. Secondly, assuming the linear 
theory, we establish the equations system of stability with the associated boundary conditions. By 
means of the Galerkin method, we get the dispersion relation leading to determine the variation of 
Taylor number versus wavenumber. Then we interpret the stability diagram according to the onset of 
spiral mode in hydromagnetic stability in both cases (up and down conical flow system) compared 
with those obtained in the classical Taylor-Couette flow system (cylindrical case). 
 
Introduction 
 
The hydrodynamics of rotating systems aims to study the mechanisms and properties prediction 
related to natural phenomena. Mainly in meteorology for understanding atmospheric phenomena and 
its application to weather prediction. In astrophysics, to investigate the atmospheric dynamics of the 
planets and to analyze the rotating stars heart as sun which is subjected to both hydrodynamic and 
hydromagnetic effects which is studied by Chandrasekhar problem [1]. 

As well as in industrial processes including liquid metal, this flow system is also of great 
importance, not only in the design of rotating machinery such as multiple concentric drives, turbine 
rotor, but also for the application to chemical equipment such as compact rotating heat exchangers and 
mixers. However, in this flow system the hydrodynamic equations associated to the electromagnetism 
equations presents a specific behavior that is difficult to predict theoretically and numerically. 

To our best knowledge there has been no attempt on the theoretical and experimental approach to 
the effect of magnetic field on the nature and structure of the laminar-turbulent transition regime in 
conical Taylor-Couette flow system. However, in the cylindrical configuration it is well know that the 
magnetic field stabilized the stationary axial wave (Taylor vortex) by delaying it onset at the critical 
Taylor number Ta = Tc . 1

In this context, we propose an analytical approach to predict the helicoidal instability or spiral 
mode in conical Taylor-Couette flow system. We investigated the magnetohydrodynamic stability 
which is considered for the evaluation of the influence of an axial magnetic field, it is supposed to 
stabilize and delaying the onset of spiral mode as predicted by S.Chandrasekhar in the case of Taylor-
Couette flow system. 
 
1. Problem formulation 
 
We consider a flow between two coaxial cones so as to the inner cone (r = R1max) is rotating with 
angular velocity Ω1 and the outer cone (r = R2max) is maintained at rest (Ω2= 0). The cones have the 
same apex angle φ = 12°. 
1.1. Coordinates system. The coordinate system used in the study of the flow confined between two 
coaxial cylinders or two spheres does not apply here because the cone radius varies with the height 
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which is related to the fluid confinement (Fig.1). Furthermore, the boundary conditions associated 
with the cone system is not constant along the generatrix. For this purpose the chosen orthogonal 
curvilinear coordinates system consists of three axes z, x and θ such as z is supported by the generatrix 
of the inner cone. Thus, x is the coordinate axis perpendicular to the surface (S) and θ is the third 
coordinate perpendicular to z and x  which corresponds to the azimuthal coordinate [3, 4]. Therefore, 
the new coordinates are  
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Figure 1: a: Up flow system configuration, b: down flow system configuration. 
 

1.2. Governing equations. In order to predict the onset of the spiral mode of a fluid flow characterized 
by a density ρ, a kinematic viscosity ν, a magnetic permeability μ and an electrical conductivity σ, we 
consider the Navier Stokes and Maxwell equations as follows  

1 1. (

0 (
1( ) (3)

0 (

V V V p V J B with J E V B
t
V

B V B B
t

B

∂⎧ + ∇ = − ∇ + νΔ + × = σ + ×⎪ ∂ ρ ρ⎪
∇ ⋅ =⎪
⎨∂⎪ = ∇× × + Δ
⎪ ∂ μσ
⎪
∇ ⋅ =⎩

) (1)

2)

4)
 In view to simplify the system of equations (1-4) we suppose the following assumptions as the 

physical properties (ρ, ν, μ and σ) of the fluid are constants, the problem is axisymmetric , 
the magnetic field is steady in the axial direction 

/ 0∂ ∂θ =

0 zB B e= and we assume insulating walls. 

Boundary conditions: The boundary conditions associated to the problem are given as  

x z x z

x z

x 0 : V V 0, V zsin , B B 0 and B B
x d: V V V 0

θ θ

θ

= = = = Ω φ = = =
= = = =

0

 
1. 3 Flow control parameters. For simplicity, the governing equations are writing in dimensionless 
form using the following reduced variables and functions given by:

  * * * 0 * 0 * 0 *
x x z z

rt t, x d, z d, r sin cos , V V / V , V V / V , V V / V andp p /( V ²)dd² θ θ θ θ θ θ

υ
= η= ζ = = = ζ φ+η φ = = = = ρ 0

The flow is characterised by several control parameters, the annular gap δ = d/R1max = 0.12, the 
Reynolds number 1maxRe R d= Ω ν

 
which is the ratio between the viscose force and inertial forces, the 

Taylor number 1/ 2
1maxTa (R d )= Ω ν δ  the magnetic Reynolds number  It shows the 0

mR 4 dVθ= πμσ
relationship between the terms of convection and diffusion in a magnetic fluid and the Hartmann 

number 0
m 0Ha R B / V 1/ 2θ= πρμ  which is the ratio of the Lorentz force and viscous forces. 
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2. Solving problem. 
 
2.1. Mean hydromagnetic field. By expending the equations system (5-8), we notice that the previous 
system is independent of the imposed magnetic field. For this, we note that the axial magnetic field 
doesn’t affect the mean velocity component in both configurations up and dawn. The same result is 
obtained by Chandrasekhar in the classical Taylor-Couette flow [1].  
22. Perturbed hydrodynamic field. In order to solving the previous equations system (1-4), by means 
of the Galerkin method which led to establish an eigenvalues problem. For that, we propose the 
solutions that showing the axial periodicity depending on the ζ component and satisfying the spiral 
wave nature given by 

* * j( ) * * j( ) * * j( ) * * j( )
x x z z

* * j( ) * * j( ) * * j( )
x x z z

v v ( )e v v ( )e v v ( )e p p ( )e

b b ( )e b b ( )e b b ( )e

λζ−βτ λζ−βτ λζ−βτ λζ−βτ
θ θ

λζ−βτ λζ−βτ λζ−βτ
θ θ

= η = η = η = η

= η = η = η
 

With injecting those solutions in the previous system and we used the operator D defined by 
D d / d= η

 
in order to simplify the partial differential equations where we must eliminate the pressure 

term in order to obtaining the stability equations versus the magnetic field component * *
xb and b θ  .      

 

* *
1 x 2

* *
1 x 2

L b ( ) L b ( ) 0 (I)

L b ( ) L b ( ) 0 (II)
θ

θ

η + η =

′ ′η + η =

 

2.3. Implementation of the Galerkin method. One must choose a basic approximation of the solution 
as follows 

- Radial component:            * *

1

N

x n xn
n

b bα
=

=∑                with        * 2 2 1(1 ) nη η ηxnb −= −           

- Tangential component:      * *

1

N

n n
n

b bθ θβ
=

=∑                   with       * 1(1 ) nη η ηnbθ
−= −     

The magnetic field must satisfy the boundary conditions of problem. This will then imposes  
* * * 0xn n xnb b Dbθ= = =  0 1at andη η= =  

By injecting expressions in equation (I) and (II), we establish the evaluation of the error associated 
with two velocity components as Follows 

( ) ( )1 1* * * *
1 2 1 2

1 1

, (
N N

n x n n n x n n n n
n n

L b L b L b L b Iθ α θ βα ε β ε
= =

+ = + =∑ ∑ ')

n

The total error committed in the equation (19) is the sum of previous errors  
(1) (1) (1) (1) * *

1 2
1 1

,
N N

n n n n n xn n
n n

L b L bα β θ
= =

ε = ε + ε ε = α + β∑ ∑  

It is now optimized values to minimize errors in each of the previous system of equations. To do this, 
it is necessary to make a point based on the property which follows from the properties related to the 
integral inner product, namely:  

[ ]
1

0

0 0, . 0 0 0,f g if f f g dx if f x= = = = ∈∫ 1   

The application of this property to the result of the error (1)
nf = ε  of order n committed in the first 

equation gives the following relation   
1

(1) * (1) *

0

0n x m n x mb b dε ε η= =∫  

This is reflected by the fact that the corresponding error (1)
nε becomes perpendicular to the base of 

decomposition chosen *
x mb . Under these conditions, we       ( )

1 2 /
* * *

1 2
10 0

N

n xn n n xm
n

L b L b d b d
π λ

θα β ζ η
=

⎛ ⎞
+⎜ ⎟

⎝ ⎠
∑∫ ∫  
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1 2 / 1 2 / 1 2 / 1 2 /
* * * * * * * *

1 2 11 1 11 2
0 0 0 0 0 0 0 0

, , ,nm xn xm nm n xm xn m n ma L b d b d b L b d b d c L b d b d d L b d b d
π λ π λ π λ π λ

θ θ θ θζ η ζ η ζ η
⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞

′ ′= = = =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫ ζ η

 A necessary condition for the existence of a solution (nontrivial solution) is to impose that the 
determinant of the Cramer previous system is zero. This condition leads us to solve the associated 
eigenvalue problem. In other words, it is set according to λ*, σ, α, ω, Ha and Rm on physical point of 
view this corresponds to a dispersion relation. 

Is performed solving the eigenvalue problem by performing a first order approximation by setting n 
= m = 1. Under these conditions, the Galerkin matrix G of order 2 has the form: 
To the solution is not trivial is imposed: det G = 0 is:  a11d11-c11b11= 0  
3. Results and discussion 
 
3.1. Theoretical results. By imposing a null determinant associated with the eigenvalues problem, it is 
established a relationship which leads to the following solutions. The Taylor number evolution 
according to the wave number λ* and the magnetic Reynolds number Rm = 10-3 follows a parabolic 
behavior law characterized by a maximum in the set (Ta=24.5, λ* = 0.01) in the cas of up conical 
system but in the down configuration Taylor number increases and reaches a maximum value (35000-
100000) . The magnetic Reynolds number Rm = 10-3 corresponding to the industrial applications such 
as the MHD generator-gaz and the diffuse discharge. 
By varying the Hartmann number Ha and keeping the magnetic Reynolds number constant, we notice 
that the critical Taylor number decreases when the magnetic Reynolds number increases about 10 %. 
The previous curves indicate us that the variation of the Hartmann number produces any visible 
change on this type of flow in the both cases of Rm = 10-3 and Rm = 10-2. 
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Figure 2: Taylor number evolution versus the wave number λ*. 

From Rm = 10, we observe a change of the previous behavior laws which is characterized by a 
maximum for (Ta=35, λ* = 0.4 and Ta=3.06, λ* = 0.4) the Hartman number has an important effect in 
this case for the Down configuration. 

  

Rm=10 
 Ha=5

λ*

TaTa Rm=10 
 Ha=0.5

λ*

Figure3: Taylor number evolution versus the wave number λ* in the case of Rm = 10. 

In the case of the controlled thermonuclear reactions (Rm=100), the variation of the Taylor number 
versus the wave number evolves according to two different laws. In the range 0 < λ*<2, the law is 
parabolic characterized by a maximum at λ*m = 0.99, Ta = Tm =14.9. For 2 < λ* <4 the behavior law 
crosses an inflection point of coordinate λ*

c = 2.7, Ta = Tc1 = 38.1 whose position is invariant in the 
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interval 0.5 ≤ Ha ≤ 30, followed by a maximum λ*
M = 3.18, Ta = TM = 50.4 for the Hartmann number 

Ha = 0.5 and Ha = 10. 
In the case Ha = 5, it is observed a significant change of the behavior law except in 0 < λ*< 2. 

Beyond λ*= 2, the behavior law, the inflection point position and the maximum point remain 
invariables for any Hartmann number. 

The analysis of these results led us to note that the magnetic field advances the onset of the spiral 
mode (helicoidal wave). 

For higher Reynolds magnetic number Rm = 103 it is noticed that the Taylor number evolution 
according to the wave number λ* changes its behavior in the range 2 < λ* <4. 

By varying the Hartmann number between Ha = 0.5 and 30, it is noted that the critical Taylor 
number conversely increases with the wavelength λ*

c. 
 

  

TaTaTa   TaRm=100Rm=100 
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 Ha=0.5 Rm=100 
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Ta Rm=1000 
 Ha=10 

λ* λ*λ*λ*λ*

Figure 4: Evolution of Taylor number versus the wave number λ* in the case of Rm=102, Rm=103 in 
the Up conical flow system. 

 
Conclusion 
 
Following a new coordinates system it was possible to solve the equations of motion in the 
approximation of the small annular gap configuration in the rotating conical flow system. It was found 
that the imposed magnetic field does not affect the mean hydrodynamic field. Therefore, there is a 
change in the behavior laws by varying the magnetic Reynolds number and is placed in different areas 
such as gas-generator-MHD, controlled thermonuclear reactions, plasmas and astrophysics. The study 
of the stability problem of the effective magnetic field shows the existence of a delay in the onset of 
spiral mode which becomes more important when the Hartman number increases. Conversely, the 
spiral mode wavenumber decreases when the Hartman number increases this is consistent with the 
result of Chandrasekhar established in classical Taylor-Couette flow system.  
References  

 
[1] Chandrasekhar, S. :Hydrodynamic and Hydromagnetic Stability, Oxford University Press, London, 1961. 
[2] Wimmer, M.: Experimental investigation of Taylor vortex between conical cylinders. JFM 292.205-227 
(1995). 
[3] Noui-Mehidi, M.N., Bouabdallah, A.: A laminar-turbulent transition in the flow between rotating coaxial 
cones (1993). 
[4] Noui-Mehidi, M.N., Wimmer, M.:  Free surface effects on the flow between conical cylinders. Acta 
Mechanica 135, 13-25 (1999). 
[5] Boubdallah, A.: Instabilités et Turbulence dans l’écoulement de Taylor-Couette. Thèse de Doctorat ès 
Sciences, Nancy, (1980). 

 
 
 

 
209



EXPERIMENTAL INVESTIGATION OF INERTIAL WAVES INSIDE A 
CYLINDRICAL LIQUID METAL COLUMN 

VOGT Tobias, RÄBIGER Dirk and ECKERT Sven 
Helmholtz-Zentrum Dresden-Rossendorf, PO Box 510119, 01314 Dresden, Germany 
E-Mail address of the corresponding author: t.vogt@hzdr.de 
 

Abstract: The dynamics of free inertial waves inside a cylindrical volume was investigated 
experimentally in this study. The liquid metal GaInSn was chosen as fluid in order to enable a 
contactless stimulation of the flow inside the cylinder by means of a rotating magnetic field 
which generates a supercritical rotating motion of the liquid. The experiment demonstrates 
that inertial waves may be excited spontaneously by turbulent structures in the rotating flow. 
The ultrasound Doppler velocimetry was used to record the flow structure and to identify the 
inertial waves occurring in the setup. 
 
1. Introduction 
 
Inertial waves appear to be a ubiquitous feature in rotating fluids. Consequently, this type of 
waves can be found almost everywhere in nature as well as in technical facilities where a fluid 
is in rotating motion. In nature, very large-scale inertial waves occur due to earth’s rotation 
for example in the atmosphere [1] in oceans [2] and also deep inside the liquid earth’s core 
[3]. Beside this, inertial waves can also be detected in a variety of technical applications. In all 
cases, the source for an inertial wave is a disorder in the centrifugal force balance of the 
rotating fluid. Such an imbalance leads inevitably to a radial motion of fluid and thus to a 
Coriolis force which acts in azimuthal direction on radially shifted fluid. Depending on the 
radial distribution of the angular momentum of the basic rotating flow, the radial motion of 
fluid can lead to two scenarios. If viscous damping is neglected, the border between the two 
possible scenarios is given by the Rayleigh (1917) stability criterion. 
 

�
��
��� ∗ �� ≥ 0 

 
If the azimuthal velocity decreases faster than this limit, the centrifugal force and the radial 
pressure gradient are out of balance and even small disturbances of the flow field will lead to 
turbulence. Otherwise, the flow is stable, but can oscillate via inertial waves when disturbed 
appropriately. 
The aim of the present experimental work is to investigate the occurrence and properties of 
inertial waves in a magnetically driven swirling liquid metal flow. Flow measurements inside 
the closed cylindrical liquid metal column were carried out by means of the ultrasound 
Doppler technique.  
 
2. Experimental Description 
 
The flow measurements were conducted in the eutectic alloy Ga68In20Sn12, which was filled 
into closed cylindrical vessels made of Perspex. The fluid vessels were placed concentrically 
inside the bore hole (diameter 350 mm, height 400 mm) of the MULTIpurpose MAGnetic 
field system (MULTIMAG) at HZDR. MULTIMAG is a compact magnetic coil system for 
the generation of rotating (RMF), vertically travelling (TMF) and pulsating magnetic fields 
and superposition thereof with a high accuracy [4]. Measurements of the fluid velocities were 
obtained by means of the ultrasound Doppler velocimetry (UDV), which is suitable to deliver  
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Figure 1: Schematic drawing of the experimental setup and applied sensor positions 

 
instantaneous velocity profiles in opaque fluids such as liquid metals. A schematically 
drawing of the experimental setup is shown in figure 1.  
The RMF induces a Lorentz force in the liquid metal which is time-independent and has only 
one azimuthal component in the cylindrical configuration [5]: 
 

�∅ =
1
2
�������(�, �) 

here, σ = 3.2 x 106 S/m is the electrical conductivity of GaInSn, ω/2π = 50 Hz is the 
frequency of the RMF and r stands for the vessel radius. The shape function f(r, z) reflects the 
influence of the finite cylinder length. The Lorentz force has its maximum near the sidewall 
of the vessel at the half-height and reduces to zero at the axis and the horizontal end walls. 
The magnetic Taylor number gives the dimensionless force magnitude that is used to 
characterize the RMF-driven flow: 
 

�� =
��������

���
 

 
The magnetic flux density (Br) in both equations is given in terms of the root mean square 
value. 
The classification of the different inertial wave modes is done in this work with the waveform 
vector (γi, n), where γi is the wavenumber of the ith radial mode and n is the axial mode 
number. 
 
3. Spontaneous occurrence of inertial waves 
 
Inertial waves can straightforwardly be excited in a liquid metal column by distinct variations 
of the electromagnetic driving force. For instance, pronounced inertial waves were found 
during an RMF-driven spin-up, after the magnetic field has been suddenly switched on [6, 7]. 
These inertial waves are completely damped by viscous effects before the flow reaches the 

211



Figure 2: Mean axial velocity averaged along the cylinder height [0 ≤ z ≤ H0]; recorded 
during a long-term measurement without magnetic disturbance BR = 1.3 mT; r/R0 = 0 
 
steady state at the end of the spin-up. Having this in mind, one would hardly expect that 
inertial waves occur during a stationary rotation without any external perturbation. In a recent 
work [8], Sauret et al. analyzed the flow in a librating cylinder by means of numerical 
simulations. The authors reported a new mechanism of spontaneous excitation of inertial 
waves in the center of a librating cylinder ensuing from turbulent sidewall boundary layers. 
To check whether turbulent fluctuations may act as source of such inertial waves, an 
experiment was performed under stationary flow conditions with a continuously rotating 
liquid. Any geometrical or electromagnetic perturbation was avoided. The measurements 
were performed inside a cylinder of the aspect ratio A = H0/2R0 = 3 (H0 = 180 mm and R0 = 
30 mm). The rotating flow inside the cylindrical vessel was driven by an RMF at a constant 
field strength of BR = 1.3 mT which corresponds to a value of the magnetic Taylor-number of 
Ta = 1.79 × 106 ≫ Tacr. The nature of RMF-driven flows at about 100 × Tacr can be 
considered as supercritical to certain instabilities. Figure 2 displays a section of a long-term 
measurement lasting over a period of about one hour. In this figure, the evolution of the 
vertical velocity (uz) averaged along the axis of the liquid metal column is shown. An almost 
periodic oscillation of the mean axial velocity becomes visible collapsing from time to time. 
Because any external forcing was avoided here, the inertial wave must be triggered by the 
flow itself. A frequency and wave-mode analysis of this inertial wave was done in terms of a 
2D-FFT, which is shown in figure 3. In this figure, the vertical axis is determined by the axial 
mode-number which is defined as n = 2H0/λ, whereby λ is the wavelength. The abscissa in 
this figure represents the frequency. The normalized amplitude of the respective wave modes 
is represented by the gray scale. This 2D-FFT was performed within the measuring time 
interval of t = 3000...4000 s. The diagram clearly reveals the dominating (γ1, 1) mode with a 
frequency of f ≈ 0.2 Hz. Due to the fact that the wave-length of the n = 1 inertial wave is 
twice the cylinder height and thus, the FFT does not identify a complete wave, the mode-
number information of the FFT is projected to n = 0 (representing a uniform component) and 
to various positive and negative integer wave length (a likewise decomposition occurs for all 
odd modes). The n = 2 signature at f = 0 Hz is a signature of the Bödewadt recirculation. 
Several other inertial wave modes can be identified in this FFT plot in addition to the 
dominant (γ1, 1) mode. One example therefor is the n = 2 mode at f ≈ 0.4 Hz. The interesting 
question is how these inertial wave modes are excited. A typical feature of an RMF-driven  
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Figure 3: 2D-FFT of the spatio-temporal flow structure recorded during a long-term 
measurement without magnetic disturbance (corresponds to the measurement shown in fig. 2, 
top) BR = 1.3 mT; r/R0 = 0 

flow at supercritical Ta numbers is the formation of Taylor-Görtler (TG) vortices, which is a 
result of the instability of the side wall layers. These TG-vortices develop typically in the 
boundary layer at the side wall of the cylindrical vessel. After formation, the TG-vortices are 
conveyed by the secondary flow towards the horizontal end walls of the vessel, where they 
dissipate in the Bödewadt layers [9]. The impingement of the TG-vortex on the Bödewadt 
layer provokes a temporary disturbance of the boundary layer. Velocity measurements made 
during an RMF-driven spin-up [10] showed how such a disturbance propagates inside the 
boundary layer and excites an inertial wave appearing in the center of the vessel, as observed 
in figure 2. These findings suggest the assumption that the phenomenon of the spontaneous 
generation of inertial waves might be caused by the dissipation of TG-vortices in the 
Bödewadt-layers. With the exception of the (γ1, 1) mode all inertial waves detected in the 
velocity measurements do not become prevalent with respect to the turbulent motion. Thus, 
we want to focus now a bit more in detail on the dominant (γ1, 1) mode. Figure 2 
demonstrates that the amplitude of the (γ1, 1) mode remains more or less stable for many 
periods, although it suddenly decays intermittently. Thus, there must be a mechanism 
sustaining the (γ1, 1) wave. We suppose that this interesting phenomenon can be ascribed to 
an interaction between the (γ1, 1) mode and the pronounced Bödewadt layers at the top and 
bottom wall of the vessel. According to the velocity recordings in figure 2, the inertial wave 
implicates an alternatingly up- or downwards directed flow along the vessel axis. This 
alternating flow leads to periodic variations of the Bödewadt layer thickness and thus to a 
periodic modulation of the Ekman-transport. Let us consider a moment, when the inertial 
wave in the center of the vessel is directed upwards. At that instant the Ekman-transport 
beneath the lid of the fluid cylinder is repressed, while the liquid metal is still pumped 
inwards in the bottom Bödewadt layer. As a result an upwards directed jet is formed in the 
core of the fluid vessel. A half cycle later, the situation becomes inverted. This alternating 
Ekman-transport is necessarily in phase with the inertial wave. In this way, a continuous 
energy transfer may be enabled from the primary swirling flow over the Ekman-transport 
toward the inertial wave. Such a mechanism, which is speculative at present, could be 
responsible for the enduring persistence of the (γ1, 1) inertial mode. This mechanism would 
also explain the observations reported by Zhang et al. [11] for the situation of an RMF-driven 
flow in a liquid metal column, where the free surface of a liquid metal was covered by a 
distinct oxide layer. In that case, an intense distortion of the bulk flow occurred without 
external stimulation. The authors suggest the friction forces between the rigid oxide layer and 
the side wall to be responsible for the development of pronounced flow oscillations in the 
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bulk of the melt. However, they did not associate their findings with the occurrence of inertial 
waves. A closer analysis of the flow pattern found in the reported experiment and a 
comparison with the results of the present study reveals the existence of the (γ1, 1) mode in 
that experiment. The strong interaction between this inertial wave and the oxide layer, which 
causes strong and persistent flow oscillations, appears to be similar to the mechanism 
described here. 
 
 
4. Conclusion 
 
In this work, the occurrence of spontaneously excited inertial waves was studied inside a 
cylindrical vessel. A rotating magnetic field (RMF) generates a swirling motion inside the 
liquid metal filled in the cylinder. A prominent feature of our experimental configuration is 
the interaction between the inertial modes and the secondary flow arising from the Ekman 
transport. We observed the formation of an (γ1, 1) inertial wave mode even without any 
external triggering in form of deliberate disturbances of the rotating flow field. The reason for 
such a spontaneous excitation of (γ1, 1) inertial waves can be explained by the existence of 
Taylor-Görtler vortices at the sidewall of the vessel. These TG-vortices are conveyed by the 
secondary flow towards the top and bottom of the vessel where they dissipate in the Bödewadt 
layer. Such a vortex dissipation in the Bödewadt layer leads to a perturbation of the Ekman 
pumping resulting in the excitation of an inertial wave. 
 
 
5. References 
 
[1] Thompson, R. 1978, Observation of inertial waves in the stratosphere. Quarterly Journal of the Royal 

Meteorological Society 104 (441), 691–698. 
 
[2] Fu, L.L. 1980, Observations and models of inertial waves in the deep ocean. PhD thesis, Massachusetts 

Institute of Technology and Woods Hole Oceanographic Institution. 
 
[3] Aldridge, K.D. & Lumb, LI 1987 Inertial waves identified in the earth’s fluid outer core. Nature 325, 421–423. 
 
[4]  Pal, J., Cramer, A., Gundrum, T. & Gerbeth, G. 2009 MULTIMAG, a multipurpose magnetic system for 

physical modelling in magnetohydrodynamics. Flow Measurement and Instrumentation 20 (6), 241–251. 
 
[5] Gorbachev, L.P. Nikitin, N.V. & Ustinov, A.L. 1974 Magnetohydrodynamic rotation of electrically conducting 

liquid in a cylindrical vessel of finite dimensions. Magn. Gidrodin.,no. 4, pp. 32-42 (4). 
 
[6] Nikrityuk, P.A., Ungarish, M., Eckert, K. & Grundmann, R. 2005 Spin-up of a liquid metal flow driven by a 

rotating magnetic field in a finite cylinder: A numerical and an analytical study. Physics of Fluids 17, 067101. 
 
[7] Räbiger, D., Eckert, S. & Gerbeth, G. 2010 Measurements of an unsteady liquid metal flow during spin-up 

driven by a rotating magnetic field. Exp. Fluids 48 (2), 233–244. 
 
[8]  Sauret, A., Cebron, D., Le Bars, M. & Le Dizes, S. 2005 Fluid flows in a liberating cylinder. Physics of Fluids 

24, 026603. 
 
[9] Stiller, J., Frana, K. & Cramer, A. 2006 Transitional and weakly turbulent flow in a rotating magnetic field. 

Physics of Fluids 18, 074105. 
 
[10] Vogt, T. Grants, I. Räbiger, D. Eckert, S. & Gerbeth, G. 2012 On the formation of Taylor–Görtler vortices in 

RMF-driven spin-up flows. Exp. Fluids 52 (1), 1–10. 
 
[11] Zhang, C. Shatrov, V. Priede, J. Eckert, S. & Gerbeth, G. 2011 Intermittent behavior caused by surface 

oxidation in a liquid metal flow driven by a rotating magnetic field. Metallurgical and Materials Transactions B 
42 (6), 1188–1200. 

214



A SPHERICAL COUETTE EXPERIMENT TO OBSERVE INDUCTION-
LESS MHD INSTABILITIES AT MEDIUM REYNOLDS NUMBERS

Elliot Kaplan1,*, Benjamin Gohl1, Martin Seilmayer1, and Frank Stefani1

1Helmholtz-Zentrum Dresden-Rossendorf—Bautzner Landstraße 400—01328
Dresden—Germany
*e.kaplan@hzdr.de

Abstract: A liquid metal (GaInSn) spherical Couette flow is being carried out at the Helmholtz-
Zentrum in Dresden-Rossendorf to explore a region of Reynolds-Hartmann space in which
numerical simulations [1, 2] show hydrodynamically unstable and magnetohydrodynamically
unstable regions separated by an isthmus of stability. The region is of further interest because
these (inductionless) instabilities have similar signatures to the instabilities found in a larger
scale, less thoroughly diagnosed experiment, that were reported as the (induction dependent)
Magnetorotational instabiliity (MRI) [3].

1. Introduction

Two spheres, one inside the other, in differential rotation with a layer of fluid between will
generate a broad array of possible dynamics in the enclosed fluid, depending on the aspect
ratio, the rotation rates of the spheres, and the viscosity of the fluid. If the fluid is electrically
conducting and permeated by a magnetic field, applied and/or self-excited, the array of possible
dynamics broadens further. The configuration, known as magnetized spherical Couette flow,
was first studied numerically by Hollerbach [4] as an extension of the nonmagnetic spherical
Couette problem [5, 6]. Since then the flow has been investigated, numerically [1, 7–9] and
experimentally [3, 10], under a variety of imposed fields and magnetic boundary conditions. A
compendium of magnetized spherical Couette results can be found in [11].

A long, albeit contentiously, discussed result of magnetized spherical Couette flow was
the observation of an angular momentum transporting, magnetically induced instability in a
turbulent (Reynolds number (Re) ≈ 107, where Re = r21Ω/ν, with r1 inner radius, Ω inner
sphere rotation rate, and ν bulk viscosity of the fluid) liquid metal flow, which was described
in [3] as the long sought-after Magnetorotational Instability (MRI). In contrast to the MRI as
usually described [12], this instability was non-axisymmetric and demonstrated an equatorial
symmetry whose parity depended on the strength of the applied magnetic field. Subsequent nu-
merical investigations [1, 7] turned up a collection of induction-free instabilities—related to the
hydrodynamic jet instability, the Kelvin-Helmholtz-like Shercliff instability, and a return flow
instability—that replicated the parity properties, as well as the torque on the outer sphere (the
proxy measurement of angular momentum transport). A more modestly scaled (Re < 105 ), but
more comprehensively diagnosed (Ultrasonic Doppler Velocimetry (UDV), electric potential
measurements), spherical Couette experiment is being carried out at the Helmholtz-Zentrum
Dresden-Rossendorf in order to better characterize these instabilities, their criteria, and their
saturation. Presented here are initial data from the experiment, as well as some phenomenology
of the saturation and bifurcation of the instabilities via nonlinear transfer of energy between
azimuthal modes as revealed by the numerical simulations.
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2. Simulation

Preliminary simulation of the experiment was carried out using a code, described in [13], that
solves for a flow, driven by the rotating inner sphere, according to the incompressible Navier-
Stokes Equation:

∇ ·U = 0, ∇×U = ω, ∂ω/∂t = ∇× F +∇2ω. (1)

The body force F is given by

F = Re (∇×U)×U + Ha2 (∇×B)×B, (2)

with U and B vector fields of the velocity and magnetic fields respectively, and Ha the Hartmann
number (B0r1

√
σ/ρν, B0 applied field strength, σ electrical conductivity, ρ mass density).

The magnetic field is split into an applied (B0) and an induced (b) component, where the
applied field is curl free within the flow domain. The Lorentz force is then given by

(∇×B)×B = (∇× b)×B0 + (∇× b)× b, (3)

where b is given by the magnetic induction equation in the (so-called inductionless) limit where
diffusion (∇2b) exactly balances advection (∇× (U×B0)):

0 = ∇2b +∇× (U×B0) . (4)

The ((∇× b)× b) term in Eqn. 3 is taken to be small. In all of the simulations performed in
preparation for this experiment, the applied field was taken to be axial.

The simulations are run according to the following proceedure. First a flow including only
the axisymmetric modes is evolved to a steady state solution for given values of (Re, Ha).
The linear stability of the m 6= 0 harmonics are then tested through a linearized Navier-Stokes
calculation. The unstable flows are then seeded with three-dimensional, nonaxisymmetric noise
and evolved until the instability saturates. Figure 1a shows the stability boundaries for a flow
with aspect ration 0.5. Figure 1b-d show energy densities of the instabilities associated flow of
Re 1000 and Ha 10, 30 and 70 respectively, with streamlines of the axisymmetric meridional
flow overlaid. Figure 1e-f shows the same with isocontours of the angular momentum. The
values of Re and Ha are chosen because the actual instability takes on a different character in
each. At low Ha, the instability arises in the jet (1b). At medium Ha, it arises in the stagnation
point of the meridional flow (1c). At high Ha, it arises along the Shercliff Layer (1g).

The steady states of the full three-dimensional calculation have the practical use of guiding
diagnostic design and expectations for the low Re cases (discussed further in Section 3. below).
They also demonstrate a saturation mechanism for the instabilities [14].

3. Apparatus

The physical experiment consists of one of two possible inner spheres (r1 = 3 cm or 4.5cm)
held in the center of an outer sphere (r2 = 9 cm). The outer sphere is a Polymethyl Methacetate
(PMMA) acrylic with cylindrical holders for ultrasonic doppler velocimetry (UDV), and perfo-
rations to admit copper electrodes for potential measurement. Figure 2a shows a SolidworksR©

model of the experiment including the diagnostics, Figure 2b shows the actual manufactured
vessel. The space between the spheres is filled with a GaInSn eutectic alloy. Because of the
high density of the medium (roughly 6 times that of water), each inner sphere holds a lead
weight to counter the buoyancy force. The axial magnetic field is provided by a pair of copper
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Figure 1: a) Critical Reynolds numbers as a function of Hartmann number for symmetric and
antisymmetric instabilities calculated from a linearized Navier-Stokes equation analysis of the
axisymmetric base flows. The boundaries of the region which can be reasonably simulated, and
the region which can be reached in the experiment are indicated by the shaded bands. The (Ha,
Re) values of the flows Figures b-g are indicated by circles. b-g). Profiles of the energy density
of the most unstable eigenmode from at three different Hartmann numbers at Re 1100. b-d
show streamlines of the meridional flow over the energy density of the m=2 harmonic. e-g show
contours of the angular momentum over the same. b and e show the equatorially antisymmetric
jet instability (Re 1100, Ha 10). c and f show the equatorially symmetric return flow instability
(Re 1100, Ha 30). d and g show the equatorially symmetric Shercliff layer instability (Re 1100,
Ha 70).

electromagnets (not pictured) with central radii of 30 cm, with a vertical gap of 31 cm between
them (a near Helmholtz configuration). The inner and outer spheres are driven with a minimum
rotation frequency of ∼0.02 hz by a pair of 90 W electromotors connected to 100 x 1 gears.
The electromagnets provide 1 mT of axial magnetic field (or 1.17 Ha) per 4.2 Amps through
the coils.

The simulations of Section 2. provide estimates of the potential differences between elec-
trodes and the velocities measured along the UDV chords. Table 1 shows a summary of these
predictions, as well as engineering data, for the lowest Re runs of interest. At such low rotation
rates, the peak velocity signals are on the order of a half mm/s for all three classes of instabil-
ity, which can be reasonably measured using standard UDV probes. The potential differences
are drastically different between the instabilities—the potential is a product of the background
magnetic field and the flow—but even the lowest voltages are measurable when appropriately
preamplified. The initial run campaigns of the experiment will seek to confirm the most inter-
esting features of Fig. 1: the stability isthmus in the vicinity of Ha 20, the Reynolds line around
Ha 30 where an increase in Re stabilizes the flow (in contradiction to typical intuition), and the
transition between the three types on instability.

4. Summary

As of the writing of this proceedings paper, the vessel, the test stand and the electromagnetic
coils have all been manufactured. It remains to affix the diagnostics to the sphere and to attach
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Figure 2: (A) SolidworksR© model the spherical Couette experiment. Some UDV and potential
probes are indicated in the figure. The elbowed tube is for the gallium fill. (B) real spherical
vessel. Pits hold the real diagnostics.

the power and cooling supplies to the electromagnets.
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Abstract  
The paper presents phase-resolving numerical simulations to compute the force acting on an 
insulating sphere moving in a conducting liquid along an insulating wall. The superposition of 
a magnetic field and a perpendicular electric field, both parallel to the wall, results in Lorentz 
forces that create rotating flows in the vicinity of the sphere. Complex interactions of viscous 
and inertial fluid forces, electric induction, and Lorentz forces take place. By carefully 
changing the parameters of the problem the influence of these mechanisms on the force acting 
on the sphere is investigated. The configuration is proposed as a suitable test case to assess 
numerical methods for MHD multiphase flows. 
 
1. Introduction 
 
The behaviour of an insulating particle exposed to electric and magnetic fields is highly 
relevant for electrolysis processes, electrostatic separation of particles, and metallurgy. Here, 
we suppose the insulating sphere to represent a gas bubble in liquid aluminium, a situation 
relevant when generating metal foam, for example [1,2]. Leenov and Kolin [3] derived the 
force  acting on a spherical, insulating particle exposed to a magnetic field  and a 
perpendicular electric current  to be 
      .      (1) 
Sellier [4-6] extended this approach, deriving force and momentum acting on spheres and 
arbitrarily shaped particles close to a plane wall. He also derived the resulting velocity and 
rotation of a sphere under the assumption of vanishing Reynolds number. Also, the induction 
term in the Ohm’s law 
      .     (2) 
was neglected, corresponding to a high ratio of applied electric field gradient  and electric 
induction . Additionally, the magnetic field was supposed to be constant in space and 
time, which means firstly, that it is not influenced by the different material properties inside 
the sphere and secondly, that magnetic induction and, therefore, the magnetic Reynolds 
number is small.  
In this work, numerical simulations of the fluid dynamics and the MHD effects are presented, 
to find the limits of these assumptions and to investigate the behaviour beyond.  
 
2. CFD code 
 
The coupled fluid dynamic and MHD problem is solved with the in-house code PRIME [7-9]. 
It solves the unsteady, incompressible Navier-Stokes equations on a staggered Cartesian grid. 
For time advancement a low-storage three-step Runge-Kutta scheme is used, combined with 
an implicit treatment of the viscous terms. Turbulence modelling is not applied. Instead, very 
fine spatial and temporal resolution is employed to resolve even the smallest turbulent 
structures. The particle surface is modelled with the Immersed-Boundary method [7] with the 
surface being represented by Lagrangian marker points. At these points additional forces are 
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introduced into the Navier-Stokes equations to impose a no-slip boundary condition. The sum 
of these forces equals the action of the fluid on the particle which hence is directly available 

conduc

in the method.  
The magnetic field is assumed to be constant in space and time, because gas bubbles and 
liquid aluminium both have a magnetic susceptibility close to zero. By definition, the electric 

tivity  of an insulating sphere is much smaller than the conductivity of the fluid 
. Therefore, an additional Laplace equation for the correction  of the electric 

sure, that the electric current   potential has to be solved to en
       (3)  
is divergence-free [9]. For the different electric conductivity of sphere and fluid is accounted 
by the parameter  which equals one outside the sphere, zero inside and is computed with a 
second order cut-cell approach around the particle surface described in [7]. The applied 
numerical scheme can handle non-vanishing inertial effects of the fluid and electri uc ind ction 

 the fluid. Therefore, it can be used to extend the earlier results of Sellier [4-6].    

. Setup 

H

in
 
3
 
In order to limit the set of variables while still including the interactions of M D 
mechanisms, the setup shown in fig. 1 is proposed. An insulating sphere with radius  is 
moving with imposed, constant velocity  parallel to an insulating plane wall without 

n. The distance between particle surface and wall remains constant and is chosen to be rotatio
. An electric field is oriented parallel to the direction of movement, a constant ma

eld is oriented parallel to the wall and perpendicular to the electric field.  
 

gnetic 
fi

 
Figure 1: Geometrical setup of the simulation. 

 
At the wall and at the surface of the particle, a no-slip condition for the fluid is applied. 
The force on the bubble is computed in the way described above. The force in x-direction, , 
results primarily from the fluid drag and is therefore normalized by the Stokesian drag to 
yield the non-dimensional force 

      .      (4) 
The force in y-direction results primarily from the Lorentz force, with (1) describing the 
homogeneous case, and hence is normalized by the corresponding value [3] 

      .     (5) 
The problem has three independent parameters: the velocity of the sphere, resulting in the 

Reynolds number , the etic field strength magn , and the product of the 
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electric and the magnetic field strength , in the following referred to as electromagnetic 
field strength. The reason for discussing the magnetic field strength separately here is that it 
acts by electric induction on the moving conducting liquid, independently of the applied 

in 
quid aluminium, while Table II gives an overview of the different simulations carried out. 

 
Table I: Physical parameters of the setup. 

 
r 

electric field. 
Table I provides the considered material properties which are those of a small gas bubble 
li

Bubble diamete    Fluid density   
Fluid viscosity  Electric conductivity     
 

Table II: Co ndicate the 
parameters which are modified to investigate their influence. 

 
 C  E  

mbination of parameters defining Cases A..E. Bold numbers i

Case A  B  D 
Reynolds 
number  0 0 3  
Electromagnetic 
field strength   0 0  
Magnetic      0      field strength 
 
 
4. Results for an immobile sphere 
 
In a first step, forces on a fixed sphere are addressed. Figure 2a shows the force  for small 
magnetic field strength as a function of the electromagnetic field strength (Case A).  

 
Figure 2: Wall-normal force on a sphere close to a wall. (a) Force as a function of 

lectromagnetic field strength at constant, small magnetic field strength for a fixed sphere
(Case A) and slowly moving sphere (Case E). (b) Force as a function of magnetic field 

e  

strength at a constant, high electromagnetic field strength (Case B). Labeled simulations are 
visualized in fig. 3. 

 

For , the velocity of the fluid is small and its inertia negligible. Thus,  is 
independent of the sign of . The difference to Leenov and Kolin [3] (fig. 2a) stems from 
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the interaction with the wall which is not present in their work. The electric current is 
concentrated in the gap between sphere and wall (fig. 3a), resulting in higher Lorentz forces in 
this region and hence, in a larger force on the sphere than in the absence of a wall. With 
increasing electromagnetic field strength, nonlinear inertia terms in the Navier-Stokes 
equation come into play with the sign of the force modification depending on the sign of the 
electromagnetic field (fig. 2a). At even higher field strengths, the flow becomes turbulent, 

 product of applied electric and magnetic field 
trength remains constant in this investigation. 

 

resulting in fluctuating forces on the sphere.  
In the second step, the magnetic field strength is varied (Case B). At constant, high 
electromagnetic field strength the magnetic field is increased while the electric field is 
decreased correspondingly. As shown in fig. 3, the stronger magnetic field damps the fluid 
motion, so that the inertia effects become less prominent. Fluctuations and dependency on the 
sign of the electromagnetic field disappear (fig. 2b). At the same time, the total force on the 
sphere is significantly reduced, even though the
s

 
Figure 3: The plots show a contour of the horizontal component of the electric current  and

eous fluid stream lines for the cases s
 

arbitrarily chosen instantan pecified in the insets. The 
colour scale is the same for all plots. 

. Results for a moving sphere 

te Lorentz forces that in turn damp the velocity. This is in 
agreem

on is 
creased slightly by adding an electromagnetic field (Case E). This is shown in fig. 4 a. 

 

 
5
 
Now the sphere is moved parallel to the wall. For absence of electric and magnetic fields 
(Case C) the force experienced by the sphere is parallel to the wall and depends nonlinearly 
on the velocity (fig. 4a). A purely magnetic field (Case D) can increase the force due to 
induced currents which crea

ent with Lenz’s law.  
The electromagnetic field, mentioned above, creates a stationary vortex structure 

around the sphere (fig. 3a), resulting in nonlinear inertia effects. Increasing the velocity of the 
sphere (Case E), the flow more and more tends towards a dipole-type flow structure as shown 
in fig. 4b. This results in a reduction of the nonlinear effects on the force normal to the wall. 
With increasing velocity of the sphere the force normal to the wall tends towards the results 
for negligible induction and inertia. At the same time, the force in tangential directi
in
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Figure 4: Force on a sphere moving tangentially to a wall. (a) Force without electric and 

magnetic fields (Case C), with a magnetic field only (Case D) and with an electromagnetic 
field (Case E). (b) Flow structure around the moving sphere in an electromagnetic field for 

Case E (Re = 30). 
 
6. Concluding remarks 
 
The magnetohydrodynamic flow around a fixed and a moving sphere in the vicinity of a wall 
has been simulated. The results agree very well with values from the literature, in cases where 
these are available. Due to the electrical insulation of a sphere, a curling vortex system is 
induced in its vicinity. With increasing field strength, nonlinear effects resulting from inertia 
and induction come into play. A magnetic field can damp the fluid motion and reduce 
turbulence, as it is well known from Hartmann flow and other configurations. Increasing the 
magnitude of the magnetic field at constant external electromagnetic field strength (i.e. 
simultaneously reducing the electric field), the force on the sphere is reduced. 
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Abstract: The present study is concerned with the stability of a flow of viscous conducting
liquid driven by pressure gradient in the channel between two parallel walls subject to a trans-
verse magnetic field. Although the magnetic field has a strong stabilizing effect, this flow,
similarly to its hydrodynamic counterpart – plane Poiseuille flow, is known to become turbulent
significantly below the threshold predicted by linear stability theory. We investigate the effect
of the magnetic field on 2D nonlinear travelling-wave states which are found at substantially
subcritical Reynolds numbers starting from Ren = 2939 without the magnetic field and from
Ren ∼ 6.50× 103Ha in a sufficiently strong magnetic field defined by the Hartmann number
Ha. Although the latter value is by a factor of seven lower than the linear stability threshold
Rel ∼ 4.83× 104Ha, it is still more by an order of magnitude higher than the experimentally
observed value for the onset of turbulence in this flow.

1 Introduction
The flow of viscous incompressible liquid driven by a constant pressure gradient in the channel
between two parallel walls, which is generally known as plane Poiseuille or simply channel
flow, is one of the simplest and most extensively studied models of hydrodynamic instabilities
and transition to turbulence in shear flows. The development of turbulence in the magnetohydro-
dynamic (MHD) counterpart of this flow, which is known as Hartmann flow and arises when a
conducting liquid flows in the presence of a transverse magnetic field, is currently not so well
understood. The MHD channel flow, which was first described theoretically by Hartmann [1] is
still an active subject of research [2, 3].

The present study is concerned with finding such 2D travelling-wave states in Hartmann
flow. Starting from plane Poiseuille flow, we trace such subcritical equilibrium states by gradu-
ally increasing the magnetic field. Using an accurate numerical method based on Chebyshev
collocation approximation and a sufficiently large number of harmonics we find such states ex-
tend to subcritical Reynolds number Rn ≈ 6500 which is almost by a factor of two smaller than
that predicted by the mean-field approximation [5].

2 Formulation of problem
Consider the flow of an incompressible viscous electrically conducting liquid with density ρ ,
kinematic viscosity ν and electrical conductivity σ driven by a constant gradient of pressure
p in the channel of the width 2h between two parallel walls in the presence of a transverse
homogeneous magnetic field B⃗. The velocity distribution of the flow v⃗(⃗r, t) is governed by
the Navier-Stokes equation ∂t⃗v+ (⃗v · ∇⃗)⃗v = −ρ−1∇⃗p+ ν∇⃗2⃗v+ρ−1 f⃗ , where f⃗ = j⃗× B⃗ is the
electromagnetic body force containing the induced electric current j⃗, which is governed by
Ohm’s law for a moving medium j⃗ = σ(E⃗+ v⃗× B⃗), where E⃗ is the electric field in the stationary
frame of reference. The flow is assumed to be sufficiently slow that the induced magnetic field
is negligible relative to the imposed one. This supposes a small magnetic Reynolds number
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Rem = µ0σv0h ≪ 1, where µ0 is the permeability of vacuum and v0 is the characteristic velocity
of the flow. In addition, we assume that the characteristic time of velocity variation is much
longer than the magnetic diffusion time τm = µ0σh2. This allows us to use the quasi-stationary
approximation leading to E⃗ = −∇⃗ϕ , where ϕ is the electrostatic potential. The velocity and
current satisfy mass and charge conservation ∇⃗ · v⃗ = ∇⃗ · j⃗ = 0. Applying the latter to the Ohm’s
law yields ∇⃗2ϕ = B⃗ · ω⃗, where ω⃗ = ∇⃗× v⃗ is vorticity. At the channel walls S, the normal (n) and
tangential (τ) velocity components satisfy the impermeability and no-slip boundary conditions
vn|s = 0 and vτ |s = 0. Electrical conductivity of the walls is irrelevant for the type of flow
considered in this study.

We employ right-handed Cartesian coordinates with the origin set at the mid-height of the
channel, the x- and the z-axes directed, respectively, against the applied pressure gradient ∇⃗p0 =
P⃗ex and along the magnetic field B⃗= B⃗ez so that the channel walls are located at z=±h, and the
velocity is defined as v⃗ = (u,v,w). Subsequently, all variables are non-dimensionalised by using
h, h2/ν and Bhν as the length, time and electric potential scales, respectively. The velocity
is scaled by the viscous diffusion speed ν/h, which we employ as the characteristic velocity
instead of the commonly used centreline velocity.

The problem admits a rectilinear base flow v⃗0(z)= ū0(z)⃗ex =Reū(z)⃗ex for which the Navier-
Stokes equation reduces to ū′′−Ha2ū = P̄, where Re = Uh/ν is the Reynolds number based
on the centreline velocity U, Ha = dB

√

σ/ρν is the Hartmann number, and P̄ is a dimension-
less pressure gradient satisfying the normalization condition ū(0) = 1. This equation defines
the well-known Hartmann flow profile ū(z) = cosh(Ha)−cosh(zHa)

cosh(Ha)−1 with P̄ = −Ha2 cosh(Ha)
cosh(Ha)−1 , which

relates the centreline velocity with the applied pressure gradient P = P̄Uνρ/h2. In the weak
magnetic field (Ha ≪ 1), the Hartman flow reduces to the classic plane Poiseuille flow ū(z) =
1− z2.

3 Theoretical background

3.1 Linear stability of the base flow
The two-dimensional travelling waves considered this study are expected to emerge in the result
of linear instability of the Hartmann flow with respect to infinitesimal perturbations v⃗1(⃗x, t).
Owing to the invariance of the base flow in both t and x⃗ = (x,y), perturbations are sought
as Fourier modes v⃗1(⃗r, t) = ⃗̂v(z)eλ t+i⃗k·⃗x + c.c. defined by complex amplitude distribution ⃗̂v(z),
temporal growth rate λ and the wave vector k⃗ = (α,β ). The incompressibility constraint, which
takes the form D⃗k ·⃗̂v = 0, where D⃗k ≡ e⃗z

d
dz + i⃗k is a spectral counterpart of the nabla operator, is

satisfied by expressing the component of the velocity perturbation in the direction of the wave
vector as ûq = e⃗q ·⃗̂v = ik−1ŵ′, where e⃗q = k⃗/k and k = |⃗k|. Taking the curl of the linearised
Navier-Stokes equation to eliminate the pressure gradient and then projecting it onto e⃗z × e⃗q,
after some transformations we obtain a modified Orr-Sommerfeld type equation which includes
a magnetic term

λ D⃗2
kŵ =

[

D⃗4
k −Ha2(⃗ez · D⃗k)

2 + ikRe(ū′′− ūD⃗2
k)
]

ŵ. (1)

The no-slip and impermeability boundary conditions require ŵ = ŵ′ = 0 at z = ±1. The
equation above is written in a non-standard form corresponding to our choice of the charac-
teristic velocity. Note that the Reynolds number appears in this equation as a factor at the
convective term rather than its reciprocal at the viscous term as in the standard form. As a
result, the growth rate λ differs by a factor Re from its standard definition.
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Since the equation above as its non-magnetic counterpart admits Squire’s transformation,
in the following we consider only two-dimensional perturbations (k = α), which are the most
unstable. The problem is solved numerically using the Chebyshev collocation method which is
described in detail in Ref. [4].

3.2 Nonlinear 2D travelling waves
Two-dimensional travelling waves emerge as follows. First, the neutrally stable mode with a
purely real frequency ω =−iλ interacting with itself through the quadratically nonlinear term
in the Navier-Stokes equation produces a steady streamwise invariant perturbation of the mean
flow as well as a second harmonic ∼ e2i(ωt+αx). Further nonlinear interactions produce higher
harmonics, which similarly to the fundamental and second harmonic travel with the same phase
speed c = −ω/α. Thus, the solution can be sought in the form⃗v(⃗r, t) = ∑∞

n=−∞ E n⃗v̂n(z),where
E = ei(ωt+αx) contains ω, which needs to determined together ⃗̂vn by solving a non-linear ei-
genvalue problem. The reality of solution requires ⃗̂v−n = ⃗̂v∗n, where the asterisk stands for the
complex conjugate. The incompressibility constraint applied to the nth velocity harmonic res-
ults in D⃗αn ·⃗̂vn = 0, where D⃗αn ≡ e⃗z

d
dz + i⃗exαn with αn = αn stands for the spectral counterpart

of the nabla operator. This constraint can be satisfied by expressing the streamwise velocity
component ûn = e⃗x ·⃗̂vn = iα−1

n ŵ′
n in terms of the transverse component ŵn = e⃗z ·⃗̂vn, which we

employ instead of the commonly used stream function. Henceforth, the prime is used as a
shorthand for d/dz. Note that the previous expression is not applicable to the zeroth harmonic,
for which it yields ŵ0 ≡ 0. Thus, û0 needs to be considered separately in this velocity-based
formulation.

Taking the curl of the Navier-Stokes equation to eliminate the pressure gradient and then
projecting it onto e⃗y, we obtain

[D⃗2
αn
− iωn]ζ̂n −Ha2û′n = ĥn, (2)

where

ζ̂n = e⃗y · D⃗αn ×⃗̂vn =

{

iα−1
n D⃗2

αn
ŵn, n ̸= 0;

û′0, n = 0.
(3)

and ĥn = ∑
m

⃗̂vn−m · D⃗αm ζ̂m are the y-components of the nth harmonic of the vorticity ζ⃗ = ∇⃗× v⃗

and that of the curl of the nonlinear term h⃗ = ∇⃗× (⃗v · ∇⃗)⃗v. Henceforth, the omitted summation
limits are assumed to be infinite. Separating the terms involving û0, the previous expression for
h can be rewritten as ĥn = iα−1

n (ĥw
n + ĥu

n), where

ĥw
n = n ∑

m ̸=0
m−1(ŵn−mD⃗2

αm
ŵ′

m − ŵ′
mD⃗2

αn−m
ŵn−m), (4)

ĥu
n = iαn[û0 − û′′0D⃗2

αn
]ŵn ≡ Nn(û0)ŵn. (5)

Eventually, using the expressions above, (2) can be written as Ln(iω, û0)ŵn = ĥw
n with the

operator
Ln(iω , û0) = [D⃗2

αn
− iωn]D⃗2

αn
−Ha2(⃗ez · D⃗αn)

2 −Nn(û0). (6)

This equation governs all harmonics except the zeroth one, for which, in accordance with the
incompressibility constraint it implies ŵ0 ≡ 0. Zeroth velocity harmonic, which has only the
streamwise component û0, is governed directly the x-component of the Navier-Stokes equation:
û′′0 −Ha2û0 = P̂0 + ĝ0,where P̂0 = P̄Re is a dimensionless mean pressure gradient and ĝ0 =
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i∑m ̸=0 α−1
m ŵ∗

mŵ′′
m is the x-component of the zeroth harmonic of the nonlinear term g⃗ = (⃗v · ∇⃗)⃗v.

Velocity harmonics are subject to the usual no-slip and impermeability boundary conditions
ŵn = ŵ′

n = û0 = 0 at z =±1.

4 Results
Weakly nonlinear analysis shows that the instability of the Hartmann flow is invariably subcrit-
ical regardless of the magnetic field strength [3]. In the present study, we determine how far
the subcritical equilibrium states, which bifurcate from the Hartmann flow, extend below the
linear stability threshold. Let us first validate our method described in Sec. 3.2 by computing
critical Reynolds number for 2D travelling waves in plane Poiseuille flow, which corresponds to
Ha= 0. To characterize the deviation of the velocity distribution from the base state, besides the
transverse velocity amplitude A, we use also the amplitude associated with the energy of per-
turbation scaled by the energy of the basic flow A2

E =
´ 1

0

⟨

|⃗v(x,z)− v⃗0(z)|2
⟩

dz/
´ 1

0 |⃗v0(z)|2dz,
where the angular brackets denote for the streamwise average.

We start with a relatively low Hartmann number Ha= 1 for which the flow becomes linearly
unstable at Rel = 10016.3 with αl = 0.971827 [3]. The energy amplitude of equilibrium states
versus the wavenumber is plotted in figure 1 for various subcritical values of Re. As for the
non-magnetic plane Poiseuille flow, equilibrium states form closed contours, which shrink as
Re is reduced, and collapse to a point at the critical Ren = 3961.36 below which 2D travelling
waves vanish. It means that subcritical perturbations have both a lower and an upper equilibrium
amplitude. Both these amplitudes are plotted in figure 1 together with the respective value of
ŵ′′

1(1), which is the quantity predicted by the weakly nonlinear analysis [3]. As seen, the the
lower branch of ŵ′′

1(1) is predicted well by weakly nonlinear solution for subcritical Reynolds
numbers down to Re ≈ 7000.

A similar structure of subcritical equilibrium states is found also for Ha = 5 and Ren =
438302. At this large Re it becomes difficult to compute accurately the upper equilibrium states
which require the numerical resolution of at least 48×32. The strongly subcritical states, which
in this case extend down to Ren ≈ 32860, can reliably be computed with a substantially lower
resolution of 48× 10. In the following, we focus on such strongly subcritical Reynolds num-
bers at which 2D travelling waves emerge. The respective Reynolds number defines what is
subsequently referred to as the 2D nonlinear stability threshold.

The critical Reynolds number and wavenumber for 2D nonlinear stability threshold are
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Figure 1: The energy amplitude of equilibrium states versus the wavenumber α for Ha = 1 and
various Re computed with the resolution M×N = 32×8.
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Figure 2: Critical Reynolds number (a), wavenumber (b) and phase speed (c) for even and odd
modes of linear and nonlinear instabilities against the Hartmann number.

shown in figure 2 together with critical parameters for linear stability versus the Hartmann
number [3]. At small Hartmann numbers, instability is associated with the even mode for
which 2D travelling waves appear at Ren = 2939. As the Hartmann number exceeds Ha ≈ 2.8,
which is about half of the respective value for the linear instability, an odd equilibrium mode
appears with a large Reynolds number and a small wavenumber. This long-wave odd mode
exists only within a limited range of Hartmann numbers up to Ha ≈ 20. At Ha ≈ 10 another
odd mode appears with a slightly higher Reynolds number but much shorter wavelength. At
Ha ≈ 15 Reynolds number of the latter mode becomes smaller than that for the long-wave
mode. The characteristics of this short-wave odd mode are seen closely approaching those of
the original even mode. In a sufficiently strong magnetic field, the critical Reynolds number
and wavenumber for both nonlinear modes increase with the Hartmann number similarly to the
respective threshold parameters of the linear instability [3]. Namely, for Ha ≳ 20 the best fit
yields Ren ∼ 6.50×103Ha,αn ∼ 0.223Ha,cn ∼ 0.293. It is important to notice that the critical
Reynolds number above is almost by an order of magnitude lower than that for the linear in-
stability Rel ∼ 48300Ha. In the mean-field approximation using only one harmonic, we find
Ren ∼ 12300Ha, which is almost by a factor of two higher than the accurate result above and
coincides with the result reported by [5].
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Abstract. We study the linear stability of annular MHD channel flow with a uniform
axial magnetic field in order to determine when two-dimensional instabilities of Orr type
can appear. They are a prerequisite for intermittent turbulent behavior known from plane
MHD channel flow with a spanwise field. The annular flow is driven by Lorentz forces
caused by a radial electric current and the imposed axial field. Stability of this MHD
Dean flow is investigated for axially uniform Orr modes and axisymmetric Dean modes.
Orr mode instability dominates only for small gap width and in strong magnetic fields.

Introduction. The interaction of flows of liquid metals and other conducting liquids
with magnetic fields can be used for flow control or measurement purposes in metallurgy
and other materials processing applications. Typically, the magnetic field has a damping
effect in such MHD flows. The flow structures in wall-bounded MHD flows are also modi-
fied due to electromagnetic boundary layers. Transition to turbulence and the properties
of turbulent MHD flows can therefore differ significantly from non-MHD flows. Such
questions have been explored by computational studies in recent years since experiments
are difficult and typically provide only very limited information on such flows.

The selective damping of gradients in the flow along the direction of the magnetic
field can also favor flow instabilities that are otherwise superseded by other processes. An
example is the so-called large-scale intermittency (LSI) in plane MHD channel flow with
a homogeneous spanwise field found in a number of computational studies [1, 2]. In this
problem, the viscous instability of Orr modes (also called Tollmien-Schlichting modes) is
unaffected by the magnetic damping but the growth of non-modal perturbations normally
causing bypass transition is suppressed. One therefore finds a cyclic evolution between the
unstable laminar state and turbulent flow that is quickly suppressed by Joule dissipation.
Experimental verification of this phenomenon is missing so far and may be difficult to
achieve due to the additional friction at Hartmann walls that are not taken into account in
channel flow simulations of LSI. Another problem is the generation of a sufficiently strong
and homogeneous field over a sufficient length of a straight channel. Experimentally it is
preferable to use an annular channel that can be placed in the bore of a solenoid magnet,
which generates an axial field. The flow can then be driven by an azimuthal Lorentz
force that results from applying a radial current between the cylindrical walls of the
annular channel [3]. The problem in this setup is the presence of centrifugal instabilities
that may supersede the Orr mode instability. In the present paper we therefore consider
the magnetic damping of such centrifugal instabilities. The goal is to identify parameters
where Orr mode instability prevails so that the LSI could be observed at least in principle.
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Figure 1: Sketch of the geometry (left) and basic flow structure (right)

Previous studies have focused on the narrow gap approximation [4]. We consider the
problem without making this assumption. End walls have to be neglected in order to
obtain one-dimensional stability problems that can be solved with modest computational
expense.

Governing equations and parameters. We consider the flow of an incompressible
electrically conducting fluid with conductivity σ, density ρ and kinematic viscosity ν in
the gap between two concentric cylinders. A potential difference is imposed between
the cylinders, which are assumed to be perfectly conducting. The driving Lorentz force
results from the interaction between the imposed uniform axial magnetic field B0 = B0ez

and the radial electric current. The base flow has only an azimuthal velocity component,
which depends on the radial coordinate. End walls in the axial direction are not taken
into account. Fig. 1 shows the basic geometry schematically.

The governing equations for velocity u and electric potential φ in the quasistatic
approximation are the Navier-Stokes equations together with Ohm’s law for the current
density j and charge conservation, i.e.

∂u

∂t
+ (u · ∇)u = −

1

ρ
∇p+ ν∇2u+

1

ρ
j ×B0, (1)

∇ · u = 0, (2)

j = σ(−∇φ+ u×B0), (3)

∇ · j = 0 ↔ ∇2φ = ∇ · (u×B0) . (4)

In the following we use cylindrical coordinates r, θ and z and corresponding vector com-
ponents. Boundary conditions are zero velocity and fixed electric potentials φi and φo at
the inner and outer walls located at r = Ri and r = Ro. For the presentation of results
we introduce the ratio

κ = Ri/Ro (5)

to characterize the influence of curvature with κ = 1 corresponding to plane channel flow.
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The Reynolds number
Re = Ūd/ν (6)

is defined with the average azimuthal velocity Ū and the gap width d = Ro − Ri Finally,
the Hartmann number is defined by

Ha = dB0

√

σ/ρν. (7)

The basic velocity distribution of this so-called Dean flow has only the azimuthal compo-
nent uθ = V that depends on r and κ. It is given by

V (η) = ŪC(κ)

{

η log η +
κ2 log κ

1− κ2

[

η − η−1
]

}

, (8)

where η = r/Ro and C is determined by the imposed volume flux. Fig. 1 shows that
V (η) is asymmetric and that it approaches the parabolic profile for κ→ 1.

The linear stability analysis using normal modes requires linearization of eq. (1-4)
about V (η). Normal modes are periodic in both θ and z, i.e. they are exponentials

exp(iωt) exp(imθ) exp(iαz) (9)

in θ, z and time t with complex frequency ω, an integer azimuthal wave number m and a
real axial wavenumber α.

We are not interested in general perturbations with both m and α non-zero. For the
non-magnetic case the flow typically becomes first unstable to axisymmetric perturbations
(m = 0) called Dean modes. Intermittency in plane MHD channel flow requires a linear
instability to Orr modes unaffected by the magnetic field, i.e. with α = 0. We want to
find conditions where similar behavior may be obtained in direct numerical simulations
(DNS) of the Dean flow, i.e. parameter combinations of κ, Re, and Ha where the basic
flow is only unstable with respect to the Orr mode. We therefore determine the neutral
stability limits of Orr modes with α = 0 and Dean modes with m = 0.

Two-dimensional Orr modes (α = 0) have radial and azimuthal components that can
be represented by a stream function ψ = f(r) exp(imθ+ iωt). Dean modes have all three
velocity components. Each of them takes the form g(r) exp(iαz + iωt). In either case,
we use an expansion in Chebyshev polynomials for discretization in the radial coordinate.
A linear algebraic eigenvalue problem for ω is then obtained by means of a Chebyshev
collocation method and solved in MATLAB using the QZ algorithm. Neutral conditions
are then determined by varying either Re or Ha until ωi = 0 is achieved.

An alternative approach is possible by DNS, which have also been used for stability
studies in the same geometry [5].

Results and discussion. We first consider the Orr modes, which depend on κ and
Re. In plane channel (Poiseuille) flow Orr modes become unstable at RecP ≈ 5772 with
a nondimensional wavenumber αc

P = 1.02 based on d/2, i.e. a dimensional wavelength of
dπ/αc

P [6]. These values should be recovered in the limit κ→ 1. We have therefore started
our computations near κ = 1. In contrast to plane channel flow the wavenumber m has
to be integer. This leads to significant changes when κ becomes small since the values of
m are then fairly low. The results are shown in Fig. 2. We see that Rec increases as κ is
reduced until it reaches a maximum near κ = 0.55. The subsequent decrease is due to a
switch fromm = 3 tom = 2. Below κ ≈ 0.45 them = 2 branch does not exist. Fig. 2 also
shows Rec and the wavenumber m for plane Poiseuille flow for comparison with the Dean
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flow. The wavenumber m for Poiseuille flow has been computed as m = 2αP
c κ/(1 − κ),

i.e. as the ratio of the the circumference of the inner cylinder to the critical wavelength
dπ/αc

P . We see that this provides a fairly good estimation of m except for low κ < 0.6.
The discontinuous changes in m for the Dean flow should normally proceed in increments
∆m = 1. The larger jumps in Fig. 2 are due to the finite number of κ values explored in
our computations.

For Dean modes the non-magnetic stability limit Rec has been computed in the narrow-
gap approximation. It is given by [4]

Rec ≈ 35.94
√

κ/(1− κ), αc ≈ 3.96, (10)

where the nondimensional wavenumber αc is based on the length d. We have first verified
these results for κ close to unity. Finite values of Ha lead to a monotonous increase in
Rec due to the magnetic damping. It becomes linear in Ha when Ha is sufficiently large,
i.e. the slope dRec/dHa is constant. The corresponding axial wave numbers αc decrease
as 1/Ha. Both effects are illustrated in Fig. 3. In contrast to Rec, αc hardly change with
κ. However, at fixed Ha Rec increases strongly with κ.

Based on our results, we have determined regions in the Re-Ha plane where Dean
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Figure 4: Stability limits in the Re-Ha-plane for Orr modes and Dean modes for κ = 0.9
(left) and κ = 0.95 (right).

modes are sufficiently suppressed by the magnetic damping so that the Orr modes become
unstable first. Fig. 4 shows two different values of κ. Orr modes are unstable forRe > ReOc
irrespective of Ha. The Dean modes are unstable for Re > ReDc (Ha), i.e. below the
corresponding limiting curve in the Re-Ha-plane. The region of Orr mode instability lies
therefore in the upper triangular section of the plane. The minimum values of Ha are
substantial and increase strongly when κ is reduced.

Conclusions. The Dean mode instability can only be suppressed in favor of Orr modes
when the gap width is small and the Hartmann number is substantial. For this reason,
experiments in a parameter range where LSI could potentially exist would require a sub-
stantial diameter of the annular channel as well as fairly strong fields. Investigation of
the effects due to end walls requires DNS at large values of κ and high aspect ratios of
axial size to gap width.
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Abstract. We consider the transient amplification of primary and secondary linear perturba-

tions in a Hartmann channel flow at low and moderate Hartmann numbers. We explore primary

perturbations of different vertical symmetry in order to examine influences due to the finite

distance between the channel walls. Secondary perturbations at opposite walls can be shown

to interact at larger Hartmann numbers than primary perturbations. Strong amplification of

secondary perturbations due to inflectional instability mechanisms is found when the primary

perturbations have a sufficiently large amplitude.

Introduction. When an incompressible and electrically conducting liquid flows between
two unbounded parallel plates under the presence of an uniform and constant magnetic
field perpendicular to the walls, the profile of the mean flow becomes flat in the core
due to the interaction of the induced electric current with the imposed magnetic field.
Meanwhile, two thin boundary layers develop at the walls. They are named after Julius
Hartmann [1], who first investigated MHD channel flow in 1937. The thickness δHa of
these layers is inversely proportional to the magnetic field B, which is characterized by
a non-dimensional parameter called the Hartmann number Ha. When Ha is sufficiently
large, the Hartmann layers at the top and the bottom walls do not overlap and can be
considered as independent from each other. An isolated Hartmann layer could become
unstable when the local Reynolds number R, which is defined with δHa as length scale,
exceeds some threshold.

The stability of Hartmann layers has been explored experimentally in laminarization
studies to determine at which values of Rc turbulent flow becomes laminar. Early works
showed that re-laminarization may occur in the range 150 < Rc < 250. A recent exper-
iment [2] found Rc ∼ 380 from measurements of the friction coefficient as function for
R. The same Rc was observed for the inverse process of transition from laminar flow to
turbulence.

The stability of Hartmann layers was first studied by normal mode analysis. It turned
out that exponential growth of infinitesimal perturbations appears at values of R two
orders of magnitude higher than Rc in the experiments [3]. This is similar to other
shear flows, e.g. pipe flow, where classical normal mode stability analysis fails to predict
transition. Recent developments in linear stability theory revealed that the transient
amplification of non-modal perturbations may play a significant role in the so-called sub-
critical transition of shear flows [4]. For plane channel flow, streamwise vortices provide
the strongest amplification. Such streamwise vortices interact with the mean flow and
evolve into streamwise streaks, which are viewed a key element in the transition scenario
and the dynamic processes sustaining turbulence. Based on these ideas, Krasnov et al.
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[5] explored a reasonable two-step transition scenario for the Hartmann layer by direct
numerical simulations (DNS). It consists of (i) large transient growth of initially small,
streamwise-independent disturbances that leads to a modulation of the laminar Hartmann
flow, and (ii) the linear instability of the modulated flow with respect to some three-
dimensional secondary perturbations. Transition could be triggered when both R and the
amplitude of primary and secondary perturbations was sufficiently large. In this way, Rc

was found to be between 350 and 400, which is already very close to the experimental
results. However, in this work the secondary perturbations were simply strong random
noise.

The purpose of the present paper is to analyze the two-step transition scenario in more
detail. Guided by similar works on secondary perturbations in hydrodynamic channel
flows, we focus on optimal perturbations evolving on Hartmann layer streaks and examine
the residual interaction between opposite Hartmann layers at low and moderate Hartmann
numbers.

Governing equations, numerical method, parameters. The flow of an incom-
pressible electrically conducting fluid between two unbounded plates is considered in the
inductionless approximation. The flow is driven by a constant mass flux and subjected
to a constant and uniform magnetic field imposed perpendicularly to the walls. The
nondimensional governing equations and boundary conditions are

∂v

∂t
+ (v · ∇)v = −∇p +

1

Re
∇2v +

Ha2

Re
(−∇φ× e+ (v × e)× e) , (1)

∇ · v = 0, (2)

∇2φ = ∇ · (v × e) , (3)

u = v = w =
∂φ

∂z
= 0 at z = ±1, periodicity in x and y directions, (4)

where e ≡ (0, 0, 1) and x, y, z denotes streamwise, spanwise and wall normal direc-
tions, respectively. The center line velocity U of the laminar Hartmann flow, the half
width of the channel L, and the imposed magnetic field strength B have been taken for
non-dimensionlization. The nondimensional parameters in the equations above are the
Reynolds number Re ≡ UL/ν, and the Hartmann number Ha ≡ BL (σ/ρν)1/2. The local
Reynolds number R is R ≡ Re/Ha.

For the analysis of secondary perturbations, the governing equations (1–3) are lin-
earized about the modulated MHD Hartmann flowU(y, z, t). The secondary linear pertur-
bations take the form up(x, y, z, t) = u(y, z, t) exp(iαx), where α denotes the streamwise
wavenumber. The growth of the perturbations is evaluated by the kinetic perturbation
energy. An energy norm is defined as E(t) = (1/2)

∫

|up|
2dV , thus the ratio of E(t)

and the initial perturbation energy E(0) is the perturbation energy amplification factor,
G(t) = E(t)/E(0).

Using a Lagrangian formalism, the maximum value Gmax(Re,Ha, τ, α) for given pa-
rameters is determined via an optimization with two constraints: (i) the perturbation
energy E(0) = 1; (ii) the perturbation satisfies the linearized governing equations as well
as the boundary conditions in the time interval 0 < t < τ . The Lagrangian multipliers,
so-called adjoint fields, are introduced to enforce these constraints [4]. The optimal per-
turbation and amplification at the final time τ can be obtained by an iterative scheme,
in which forward integration of the linearized governing equation is followed by backward
integration of the adjoint equations. Details can be found in Ref. [6].

Results and discussion. Interaction between top and bottom Hartmann layers is first
considered for primary optimal perturbations. They are calculated by the same iterative
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procedure using direct and adjoint equations but with the laminar Hartmann flow profile
as basic flow. Since the laminar flow depends only on z, primary perturbations have
stream- and spanwise periodicity with wavenumbers α and β. Large transient amplifi-
cation factors G(Re,Ha, τ, α, β) of such perturbations occur for α = 0, i.e. streamwise
vortices at initial time t = 0 with β > 0, which evolve into streaks by the lift-up mecha-
nism. The largest amplification GI

max(Re,Ha) occurs for a certain optimal time τ = T I
opt

and wavenumber βopt.
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Figure 1: The streamwise velocity distribu-
tion at t = T I

opt for antisymmetric (left) and
symmetric (right) primary perturbations at
Re = 5000 and Ha = 10.

The vertical perturbation structure can
be assumed to be antisymmetric or sym-
metric in z for the initial wall-normal veloc-
ity component, which results in an symmet-

ric or antisymmetric perturbation (with
respect to streamwise perturbation veloc-
ity). Fig. 1 illustrates such perturbations
for Ha = 10. They appear to have very
similar shape, and show almost identical
valuesGI

max at essentially the same optimal
time T I

opt and wavenumber βopt. For this
reason, the two opposite Hartmann layers
can be considered as isolated at Ha = 10
with respect to primary perturbations.

At lower Ha this is no longer the case.
Fig. 2 shows that antisymmetric and sym-
metric primary optimal perturbations dif-
fer in maximum amplification and corre-
sponding β. Only for Ha > 7, βopt is found
to be proportional to Ha and in good numerical agreement with Ref. [7], where optimal
linear growth for an isolated Hartmann layer is investigated. At small Ha the antisym-
metric perturbations have higher amplification, which is in agreement with non-MHD
channel flow [4]. For an isolated Hartmann layer, the amplification GI

max(Re,Ha) ∼ R2

[7].
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Figure 2: Maximum of primary perturbation energy amplification GI
max (left) and the

corresponding optimal spanwise wavenumber βopt (right) for different Ha at Re = 5000.

For the secondary perturbation analysis, the basic modulated Hartmann flow is gener-
ated from antisymmetric primary perturbations and computed using the DNS code from
Ref. [5]. The secondary optimal perturbations are computed with the method and code
from Ref. [6]. The spanwise direction is periodic with a periodicity length Ly = 2π/βopt.
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Figure 3: Maximum of secondary perturbation energy amplification (left) and correspond-
ing optimal wavenumber αopt (right) at Re = 5000 for streaks of two different amplitudes.

The maximum energy amplification GII
max(Re,Ha, τ) and the corresponding optimal

αopt depend on the amplitude A = E(0)/EB of the streaks, where EB is the energy of the
basic Hartmann flow and E(0) the kinetic energy of the initial primary perturbation, i.e.
the streamwise vortices. As is shown in Fig. 3, for low amplitude A the optimal α is very
close to zero, i.e., the secondary perturbations resemble the primary perturbations and
are amplified by the same lift-up mechanism. Their energy amplification is also close to
the one of the primary perturbation. For the higher amplitude streaks α becomes non-
zero, and the amplification is significantly higher. This can be attributed to inflectional
instability supported by the deformed basic velocity distribution.

When the Hartmann layers are isolated, the secondary perturbations should scale with
δHa, i.e. the amplification should be independent of Ha at fixed R. For this similarity to
hold the deformed velocity profile should have the same shape. The proper choice to seed
the initial perturbation is to keep ARe2/Ha fixed as Ha is changed.

Fig. 4 shows a comparison at R = 300. The amplification changes from Ha = 10
to Ha = 20 but remains about the same at Ha = 30. Secondary perturbations at
opposite walls are therefore still interacting at Ha = 10. The wavenumber α increases
approximately in proportion withHa. Since the time scale also changes, time is multiplied
with Ha/10 in Fig. 4.

The global maximum value of amplification factor GII
max as function of R is shown in

Fig. 5 for several Ha and two sets of streak amplitudes that satisfy ARe2/Ha = const. as
Re and Ha are changed. At the lower amplitude, the relation GII

max ∼ R2 is satisfied to
a good approximation, which indicates that the amplification is largely due to the lift-up
mechanism. For the stronger streaks, the maximum amplification changes exponentially
with R, and only the curves for Ha = 20 and Ha = 30 are in good agreement. The expo-
nential growth with R can be interpreted as the result of inviscid inflectional instability
of the streaky base flow and the increasing life time of the streaks due to slower decay at
higher R. This allows secondary perturbations to grow over times ∼ R.

Further work will be concerned with the detailed structure of secondary perturbations.
It would also be interesting to explore possible links with the changes in transition values
R with Ha noted in the DNS work by Zienicke and Krasnov [8].
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China (No.11302076) and Natural Science Foundation of Hebei Province(No.A2014502047).

238



0 10 20 30 40 50 60 70
0

500

1000

1500

2000

τ*Ha/10

G
II

 

 
Ha=10
Ha=20
Ha=30

0 10 20 30 40 50 60 70
0

2

4

6

8

10

τ*Ha/10

α op
t

 

 
Ha=10
Ha=20
Ha=30

Figure 4: Maximum of secondary perturbation energy amplification (left) and the corre-
sponding optimal wavenumber αopt (right) for higher amplitude streaks at R = 300 and
different Ha. A = 1.39×10−4 for Ha = 10. It varies with Ha according to AHa = const.

1 2 3 4 5

x 10
5

100

200

300

400

500

600

700

800

900

R2

G
m

ax
II

 

 

Ha=10
Ha=20
Ha=30

300 400 500 600 700
10

2

10
4

10
6

10
8

R

G
m

ax
II

 

 

Ha=10
Ha=20
Ha=30

Figure 5: Maximum of secondary perturbation energy amplification GII
max as function of
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Abstract: Hydrodynamically stable rotating flows can be destabilized by an azimuthal 
magnetic field. The arising non-axisymmetric, or azimuthal magnetorotational instability 
(AMRI) is important for explaining the angular momentum transport in accretion disks, and 
plays a central role in the concept of the MRI dynamo. We report the observation of AMRI in 
a magnetized liquid metal Taylor-Couette experiment, and discuss the surprisingly strong 
effects of a slight symmetry breaking of the applied magnetic field.   
 
1. Introduction 
 
Angular momentum transport in accretion disks around protostars and black holes relies on 
the action of the magnetorotational instability (MRI). The working principle of this instability 
was explained by Velikhov [1] as early as 1959. However, it took more than 30 years before 
Balbus and Hawley recognized its relevance for the evolution of stellar systems, X-ray 
binaries, and active galactic nuclei [2].  
The topology of the underlying magnetic field determines the azimuthal dependence of the 
arising instability. While a uniform axial magnetic field threading the flow (non-zero net-flux) 
leads to an axisymmetric perturbation ( ), a purely azimuthal fields (zero net-flux) leads 
to a non-axisymmetric ( ) mode. The latter case is particularly interesting for subcritical 
MRI dynamos, in which the MRI-triggering field is partly sustained by the MRI-driven 
turbulence itself [3,4,5]. 
In 2005, it was shown by Hollerbach and Rüdiger [6] that the combination of an axial and an 
azimuthal magnetic field, giving a helical magnetic field, has a significant effect on the 
scaling behaviour of the MRI. This helical version of MRI (HMRI) requires only a Reynolds 
number , and a Hartmann number , while the standard version (SMRI), 
with a purely axial field being applied, requires both the magnetic Reynolds number 

 and the Lundquist number  to be in the order of 1. This grave 
difference in the scaling behaviour has major consequences for the effort that is needed to 
study the respective effects in liquid metal experiments. Actually, the HMRI has been 
successfully validated at the expected moderate Re and Ha numbers [7], whereas the 
corresponding attempts [8,9] to obtain SMRI have not yet shown conclusive results.  
As for the case of a purely azimuthal field (AMRI), it was initially believed that it operates 
only in the same  parameter regime as the SMRI, and would thus be 
experimentally very hard to obtain [10, 11]. However, in 2010 it was discovered that for 
sufficiently steep rotation profiles the AMRI switches to the same inductionless ( ) 
parameter values as the HMRI [12]. The present paper is devoted to an experimental study of 
this inductionless version of the AMRI. 
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2. Experimental set-up 
 
For our AMRI experiment, we utilize a slightly modified version of the PROMISE facility 
which has previously been used for investigations of the HMRI [7]. The main part of 
PROMISE is a cylindrical vessel (Fig. 1a) made of two concentric copper cylinders enclosing 
a cylindrical volume of height , and a gap width of  between the 
radii  and . This cylindrical volume is filled with the liquid 
eutectic alloy GaInSn whose Prandtl number is . Both the upper and lower 
end-caps of the cylindrical volume are formed by two plastic rings, separated at 

, the inner and outer ring rotating with the inner and outer cylinders, 
respectively.  
 

 
 

Figure 1: The present status of the PROMISE facility as used for the AMRI experiments. (a) The 
central Taylor-Couette module with (1) vacuum insulation for the copper rod, (2) upper motor, (3) 

current carrying copper rod, (4) UDV sensors, (5) outer cylinder, (6) top split rings, (7) inner cylinder, 
(8) center cylinder, (9) bottom split rings, (10) bottom motor, (11) spacer. (b) Modified photography 

of the central module, the water cooled supply rods (a = 30 mm), and the power sources. 
 
The dominantly azimuthal magnetic field is produced by a central copper rod which carries up 
to . This value is approximately double the expected critical value for the onset of 
AMRI [12,13]. Since the central rod can become quite hot, it was thermally insulated by a 
vacuum tube to prevent any disturbing convection in the fluid. The rod is connected to the 
power source by two horizontal rods at a height of  below the bottom and above the top 
of the cylindrical volume. Note that this asymmetric wiring leads to a slight deviation from a 
purely axisymmetric , which will play an important role in the interpretation of the 
results. With  being set to zero, the AMRI is completely governed by only three non-
dimensional parameters, the Reynolds number , the ratio of outer to inner 
angular frequencies , and the Hartmann number . 
For converting between dimensional and non-dimensional quantities we can use the following 

convenient relations:  and . 
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For measuring the axial velocity perturbations, we use two Ultrasonic Doppler Velocimetry 
(UDV) transducers (from Signal Processing SA) which provide profiles of  along the 
beam-lines parallel to the axis of rotation. The two sensors are fixed into the outer plastic ring, 

 away from the outer copper wall, and flush mounted at the interface to the GaInSn. 
The signals of the sensors are transferred from the rotating frame of the outer cylinder to the 
laboratory frame by means of a slip ring contact. Due to the strong high-frequency noise of 
the power supplies, numerous shielding and grounding measures were needed to improve the 
signal-to-noise ratio of the measurement system. 
 
3. Results 
 
From theoretical predictions [12,13], AMRI was expected to set in at a critical  of about 

, which translates to a critical current of about . The anticipated non-axisymmetric 
 spiral velocity structure, which rotates around the vertical axis with an angular 

frequency very close to that of the outer cylinder, can be identified by taking the difference of 
the signals of the two UDV transducers. In order to simulate AMRI for the real geometry of 
the facility and at the low  of GaInSn, we have used the OpenFoam library, enhanced by 
a Poisson solver for the determination of the induced electric potential (see [14] for details). 
The velocity structure simulated in this way can then be transformed to the co-rotating frame 
in order to compare the resulting velocity pattern with the experimentally observed one.  
 

 
Figure 2: Results of the AMRI experiment for μ = 0.26, Re = 1480. (a) Simulation of the velocity 
perturbation at Ha = 110 for an idealized axisymmetric field. (b) Same simulation for the realistic 

field. (c) Experimental results. (d) Growth rate of the AMRI as obtained from linear stability analysis, 
in dependence on Ha. (e) Simulated and measured mean squared velocity perturbation. (f) Angular 

drift frequency, with “upward” and “downward'” referring to the travel direction of the velocity 
perturbations shown on the left side. 

 
Figure 2a shows the result of such a simulation for the particular case μ = 0.26, Re = 1480, Ha 
= 110, in which, as a first guess, a perfectly axisymmetric  has been assumed. The 
resulting “butterfly” pattern represents a spiral, rotating slightly slower than the outer 
cylinder. Its amplitude is concentrated approximately in the middle parts of the upper and 
lower halves of the cylinder, where we observe a preference for either the upward moving or 
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the downward moving spiral. Evidently, such a symmetry breaking would not appear in an 
infinite length system, and must therefore be attributed to the (minor) flow modifications due 
to the end walls. Figure 2b shows the corresponding simulation for the case that the slight 
deviation of the applied magnetic field from axi-symmetry (due to the asymmetric wiring, see 
Figure 1b) is correctly taken into account. The effect is remarkable: the formerly clearly 
separated spiral structures now also fill the middle part of the cylinder and penetrate into the 
other halves. The corresponding velocity pattern observed in the experiment is depicted in 
Figure 2c and shows a great similarity with the simulation in Figure 2b. Note that a similar 
quasi-periodic regime of interpenetrating spirals had been observed in simulations of a co-
rotating spiral Poiseuille flow [15]. 
A more quantitative analysis of various features of the AMRI, in dependence on , is 
documented on the right hand side of Figure 2. Figure 2d indicates the theoretical growth rate 
of the AMRI as determined by a 1D-eigenvalue solver for the infinite length system [13]. In 

e show the squared rms of the UDV-measured velocity perturbation Figure 2e w
 and compare them with the numerically determined ones for the idealized 

axisymmetric field, as well as for the realistic applied magnetic field. Whereas the growth rate 
in Figure 2d and the numerical rms results under the axisymmetric field condition give a 
consistent picture, with a sharp onset of AMRI at , the slight symmetry breaking of 
the field leads, first, to some smearing out of the rms for lower Ha and, second, to a 
significant increase of the rms velocity value, with a reasonable correspondence of numerical 

termine
and experimental values. 
The dependence of the numerically and experimentally de d normalized drift frequency 
on  is given in Figure 2f. AMRI represents a  spiral pattern that rotates 
approximately with the rotation rate of the outer cylinder [13]. There is still some deviation 
from perfect co-rotation, with a slightly enhanced frequency for lower  and a slightly 
reduced frequency for higher , which can be identif r theory and in the 
xperimental data. 

. Conclusions 

ft the critical Hartmann number below the numerically predicted 

ied both in the linea
e
 
4
 
We have proved that AMRI occurs in a hydrodynamically stable differential rotational flow 
of a liquid metal when it is exposed to a dominantly azimuthal magnetic field. The 
dependence of the rms and the frequency of the non-axisymmetric velocity perturbations on 
Ha turned out to be in good agreement with numerical predictions, especially if the simulation 
incorporates the slight symmetry breaking of the externally applied magnetic field. In addition 
to the increase of the rms value, which is mainly due to the interpenetration of the two spirals, 
we have observed a shi of 
value of approximately .  
Present experimental and numerical work will give an answer to the interesting question 
whether the AMRI shifts also to higher values of μ when the symmetry breaking of the 
applied field is taken into account. Actually, the general question for which steepness of the 
rotation profile which parameter combinations, ( ) or ( ), are the relevant ones, is 
of astrophysical significance, since the Keplerian profile  that is of greate t 
in accretion disks is considerably shallower than the limiting Rayle e 

st interes
h linig . Usually, 

both the HMRI as well as the AMRI switch from the ( ) scaling back to the ( ) 
scaling for rotation profiles as shallow as Keplerian, as was first noted for the HMRI by Liu et 
al. [16] and generalized to higher m modes by Kirillo 7]. If, however, the field 
profiles are taken only slightly shallower than 

v et al. [1
, both the HMRI and the AMRI 

have recently been shown [18] to scale with ( ) even for Keplerian rotation profiles. 
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While this axisymmetric scenario would still require a significant induction effect, i.e. some 
, in the rotating fluid, a possible shift of AMRI to higher values of  for slightly 

non-axisymmetric, yet current-free fields could have dramatic c

estiga

onsequences for the theory of 
accretion disks. 

future experiments it is also planned to inv te the influence of an additionally applied In 
, which breaks the symmetry between the  and  modes [12]. Increasing  

even further, it should also be possible to observe the transition from the  AMRI 
mode back to the previous  HMRI mode. A large-scale liquid sodium experiment for 
the combined investigation of SMRI, HMRI, AMRI, and the current-driven Tayler instability 

9] is planned in the framework of the DRESDYN project [20]. 
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Abstract: We report some results from an investigation on an electrically induced flow in a 
cylindrical container filled with an In-Ga-Sn alloy. An electric current is applied from a 4mm 
diameter cooper electrode and varied from 100 to 700 Amps. The deformation of the free 
surface just under the electrode is reported in term of depth. At some critical current an arc 
develops around the electrode tip. The results are interpreted with the help of a numerical 
model. 
 
1.Introduction and numerical method 
 
The present paper presents an investigation of an electrically induced flow[1,2] generated 
within a cylindrical container (Figure 1). Before the experiment the tip is fully immerged in 
the liquid metal(Galistan), once a current is applied the interface starts to deform. To 
understand the physical mechanisms involved in these experiments, simulations were 
performed with a 2D MHD-VOF numerical model. The spherically tipped electrode is dipped 
within the liquid metal so that the entire tip is entirely in contact with the liquid metal. The 
dimensions of the facilities are given in figure 1a. The current is applied from the top, and 
leaves from the bottom by traveling over a vertical wire strictly aligned with the electrode. 
The deformation of the interface (Fig. 1b, 2) is observed and measured optically with an 
optical camera. Before the application of the current, the electrode is carefully dipped within 
the liquid so that the half sphere electrode tip is fully immersed. 

The numerical model assumes the system being laminar and 2D axisymmetric. The 
equations for electric potential, magnetic potential vectors, as well as the velocity field are 
solved in a fully coupled and transient way. The coupling between the flow and the 
electromagnetic field is done through the possible movement of the metal/air interface which 
can modify the electric current path. The fluid calculation domain is a hemisphere divided 
into 100 000 volume elements. The mesh is refined at vicinity of all wall boundaries, 
especially near the electrode so that the area of interest is correctly resolved. The electrode 
radius is 4 mm. The properties of the two phases are fixed [3] The electromagnetic domain 
includes the fluid domain and the electrode as well as the cooper container. The interface 
between the two phases is tracked with a geometric reconstruction VOF technique. A single 
set of momentum equations is shared by the fluids, and the volume fraction of each of the 
fluids in each computational cell is tracked throughout the domain. The electromagnetic field 
is solved by using the electric field φ and the magnetic potential vector A

r
. In the liquid the 
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computed electromagnetic field is dynamically adjusted from the space distribution of the 
electric conductivity, which is in turn a function of the predicted phase distribution.  The 
electric current and the induced magnetic field are fully coupled with the phase distribution. 
The influence of the axial component of the earth magnetic field is added to the magnetic 
field induced by the electric current. The motion of the metal and the air U  is computed with 
the Navier-Stokes equations.  More details about the numerical model used are given in [4] 

r

 

(a) 
(b) 

 
Figure 1: (a) dimension of the facility. (b) Scheme of surface deformation Δ – depth of 

cavern, L – width of cavern, 1 –electrode, 2 – liquid metal In-Ga-Sn. 

 
Figure 2: Picture of the surface of the liquid metal. A plastic gain of pink colour surrounds 

the tip of the electrode. A dark area near the electrode appear when the cavern becomes deep 
and wide enough. 

 
2. Results and discussion 
 
A typical picture of the electrode region is shown in figure 2. An insulating gain of pink 
colour surrounds the tip of the electrode. This element is used a marker, the lower edge of 
tube is zero point. The distance between edge of tube and its reflection on the deformed 
surface of liquid metal (on photo) is measured. Notice the image reflexion produced by the 
clean metallic surface. Accuracy of the measurement is better than 0.05 mm. Qualitatively, 
the magnitude of surface deformation can be estimated by the extent of the dark region just 
under the electrode tip (Fig. 2). When the applied current exceeds a critical current an arc 
surrounding the electrode tip appears. The cavern depth increases with the applied current. 
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The position of the liquid metal surface at the electrode becomes invisible as soon as the arc 
appeared. Since the contact angle α of the free surface at the electrode is not known, 
simulations were performed with Ι0 = 350 A for  α= 120o and 90o(Fig.3). The case of  α= 120o 
gives the deepest cavern and the best fit with the experimental data(Fig. 4), this case will be 
presented and discussed in detail.  
 

 
(a) 120o                                                     (b) 90o 

Figure 3: Deformation of the interface predicted from simulations for electrode diameter 4 
mm and for I=350 Amp. (Red : electrode, Green air, blue: liquid metal). 

 
 
The resulting shape is determined by the balance between buoyancy, the surface tension, and 
the Lorenz forces. Due to the obtuse contact angle, the surface tension is oriented in the 
downward direction. Any further displacement of the interface must only be the result of the 
action of the electromagnetic forces. Assuming an equilibrium between buoyancy and the 

Lorentz force, we have : 
g

I
ρ

α
2

~Δ , which is the main trend observed in figures 4.  The factor 

α adds both the pinch and rotational effects of the Lorentz forces. A change in the increase 
rate is visible at around 100-200 Amps. This change in slope can be explained by the fact that 
for low applied current the pinch effect dominates, while at higher current the decrease of 
pressure due to the flow acceleration dominates.  
The spherical shape of the electrode tip can lead to unstable configurations. As the electric 
current intensity is increased (I>275 A), the effective electrode radius (at the level of the 
interface) becomes smaller and smaller. Similarly the inclination of the electrode surface 
becomes less vertical and more horizontal. Equilibrium becomes difficult especially for the 
surface tension force which tries to keep the required contact angle. If the Lorentz force is not 
quickly balanced, either by buoyancy or by surface tension, the contact area will fluctuate. 
Amplitude of surface oscillations can be extracted by subtracting the maximum with the 
minimum depths reported in figure 4. 
 
3. Conclusions 
 
The deformation of a free surface by the application of an electric current has been 
experimentally and numerically studied. At low current density the interface is shifted 
downward by the pinch action of the Lorentz force. In the same time the rotational part of the 
Lorentz force drives the liquid metal flow in radial direction towards the electrode. The flow 

247



is accelerated towards the electrode and sinks in the form of a strong jet. At high current 
density, the velocities are strong enough to induce further displacement of the interface by a 
Bernoulli mechanism. The combined action of the pinch and the rotational components of the 
Lorentz force on the interface displacement, scales as . The numerical and experimental 

results are in good agreements. Experimentally an arc develops around the electrode when the 
applied current exceeds a critical value. Just before the arc develops the electrode was still in 
good contact with the liquid metal. At the present stage it is not yet clear on whether the arc 
develops because of contact lost or because of the occurrence of an electric gas breakdown 
near the electrode surface. 

2I

 

 
Figure 4: Predicted against experimentally observed cavern depths for the case of 4 mm 

electrode diameter. In the simulations the position of the interface is unstable for I>275 A. 
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Abstract: Magnetohydrodynamic stability of a gravitational medium with streams of variable velocity 
distribution for a general wave propagation in the present of the rotation forces has been studied. The 
magnetic field has strong stabilizing influence but the streaming is a destabilizing. The rotating forces 
have a stabilizing influence under certain restrictions. It is proved that the gravitational Jean’s 
instability criterion is not influenced by the electromagnetic force or the rotation force or even by the 
combined effect of them whether the fluid medium is streaming or not and whether the rotation in one 
or more dimension. 
Key words: Magnetogravitational, Resistive, Rotating, Streaming, Compressible 
1. Introduction 
The self-gravitational instability of a homogeneous fluid medium at rest has been investigated 
since long time ago, for its practical application in astrophysics see Jeans (1902). It is founded 
that the model is unstable under the restriction  called after Jeans by 
Jeans’ criterion, where k is the net wave number of the propagated wave,  is a sound speed 
in the fluid, of density 

2 2C -  4   0 S ok Gπ ρ <
2CS

oρ , and G is the self-gravitational constant. Chandrasekhar and Fermi 
(1953), and later on Chandrasekhar (1981) made several extensions. The Jeans’ model of self-
gravitational medium has been elaborated with streams of variable velocity distribution by 
Sengar (1981). Recently Radwan and Elazab (1988), Radwan et al. (2001), developed the 
magnetogravitational stability of variable streams pervaded by the constant magnetic field 
(H0, 0 0). The stability of different cylindrical models under the action of self-gravitating 
force in addition to other forces has been elaborated by Radwan and Hasan (2008),(2009). 
Hasan (2011) has investigated the stability of a oscillating streaming fluid cylinder subject to 
the combined effect of the capillary, self-gravitating and electrodynamic forces in all 
axisymmetric and non-axisymmetric perturbation modes. He (2011) has investigated the 
stability of oscillating streaming self-gravitating dielectric incompressible fluid cylinder 
surrounded by tenuous medium of negligible motion pervaded by transverse varying electric 
field for all the axisymmetric and non-axisymmetric perturbation modes. He (2012) has 
studied the instability of a full fluid cylinder surrounded by self-gravitating tenuous medium 
pervaded by transverse varying electric field under the combined effect of the capillary, self-
gravitating, and electric forces for all the modes of perturbations. He (2012) the 
magnetodynamic stability of a fluid jet pervaded by transverse varying magnetic field while 
its surrounding tenuous medium is penetrated by uniform magnetic field. 

Here in the present work we study the magnetodynamic stability of a self-gravitating 
rotating streaming viscous fluid medium pervaded by general magnetic field. Such studies 
have a correlation with the formation of sunspots. Also they have relevance in describing the 
condensation within astronomical bodies cf. Chandrasekhar and Fermi (1953), and also 
Chandrasekhar (1981).   
 
2. Basic state 
We consider an infinite self-gravitating fluid medium. The fluid is assumed to be 
homogeneous and viscous. The model is acting upon the following forces (i) the pressure 
gradient force, (ii) electromagnetic force, (iii) self-gravitating force, (iv) the forces due to 

249

mailto:alfaisal772001@yahoo.com


rotating factors and (v) the forces due to resistivity. We shall utilize the Cartesian coordinates 
(x, y, z) for investigating such problem.  The required equations for the present problem 

( ) ( ) ( ) ( ) (212 1
2

u u u P H H V u r
t

ρ μ ρ ρ ρ∂⎛ ⎞+ ⋅∇ = −∇ + ∇∧ ∧ + ∇ − ∧Ω + Ω∧⎜ ⎟∂⎝ ⎠
)

( ) ( ) (2u u
t

)ρ ρ ρ∂
+ ⋅∇ = − ∇⋅

∂

( ) ( ) (3H u H H
t

η∂
= ∇∧ ∧ −∇ ∇∧

∂
)

( )0 4H∇⋅ =

( )2 4 5V Gπ ρ∇ = −

( )6P KρΓ=  
Here ρ, u, and P are the fluid density, velocity vector and kinetic pressure, µ and H are the 
magnetic field permeability and intensity, V and G are the self-gravitating potential and 
constant, η  is the coefficient of resistivity, Ω is the angular velocity of rotation, K and Γ are 
constants where Γ is the polytropic exponent. 
We assume that the medium:  (i) rotates with the general uniform angular velocity  

( ) ( ), , 7x y zΩ = Ω Ω Ω  
(ii) be pervaded by the two dimensions homogeneous magnetic field 

( ) ( )0, , 8o oy ozH H H=  
and (iii) posses streams moving in the x−direction with velocity   

( )( ),0,0 9ou U z= ( )  
varying along the z-direction of the Cartesian coordinates (x, y, z). 
 
3. Perturbation analysis 
For small departures from the initial state, every variable quantity Q may be expressed as 

( )1 1, 1o oQ Q Q Q Q= + << 0  
where stands for each Q , , , andH P u Vρ .  Based on the expansion (10), the perturbation 
equations could be obtained from (1)--(6).  
 
4. Eigenvalue relation 
Apply sinusoidal wave along the fluid interface. Consequently, from the viewpoint of the 
stability approaches given by Chandrasekhar, (1981), we assume that the space-time 
dependence of the wave propagation of the form  

( ) ( )1 exp 11x y zQ i k x k y k z tσ⎡ ⎤+ + +⎣ ⎦  

Here σ is gyration frequency of the assuming wave. , andx yk k k z

2

 are (any real values) the 
wave numbers in the (x, y, z) directions. By an appeal to the time-space dependence (11), the 
relevant perturbation equations could be rewritten in the matrix form  

( )0 1ij ja b⎡ ⎤ ⎡ ⎤ =⎣ ⎦ ⎣ ⎦  

where the elements of the matrix are given in the appendix I while the elements of the 

column matrix  are being 
ija⎡ ⎤⎣ ⎦

jb⎡ ⎤⎣ ⎦ 1 1, , , , , , andx y zu v w h h h Vρ . 

For non-trivial solution of the equations (12), setting the determinant of the matrix ija⎡ ⎤⎣ ⎦  
equal to zero (see Appendix I), we get the general eigenvalue relation of seven order in n in 
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the form   
( )7 6 5 4 3 2

7 6 5 4 3 2 1 0 0 1A n A n A n A n A n A n A n A+ + + + + + + = 3   

where the compound coefficients ( )0,1, 2,3, 4,5,6,7iA i =  are calculated. 
 
5. Discussions and results 
Equation (13) is a general MHD eigenvalue relation of a rotating self-gravitating fluid 
medium pervaded by magnetic field of two dimensions. Some previously publishing results 
may be obtained as limiting cases here. That confirms the present analysis. 

In absence of the rotating, electromagnetic forces and for inviscid fluid i.e. 
0 , 0 and 0oH ηΩ = = = , equation (13) yields 

( ) ( ) ( )2 3 2 2 2 2 2C 4 C 4 0 14S o x z S o ok n k k G n k k k G DUπ ρ π ρ+ − − − =  
This relation coincides with the dispersion relation, of a pure self-gravitating fluid medium 
streams with variable streams (U0(z), 0,0) derived by Sengar (1981). For more details 
concerning stability of this case we may refer to Sengar (1981). 
If 0 , 0 , 0 and 0o oH UηΩ = = = = , equation (13) reduces to 

( )2 2 2C 4 15S on k Gπ ρ= −  
This gives the same results given by Jean’s (1902). For more details concerning the instability 
of this case, we may refer to the discussions of Jean’s (1902). In absence of the magnetic field 
and we assume that the fluid medium is stationary i.e. 0, 0 and 0o oH Uη= = = , equation 
(13) gives another relation. The purpose of the present part is to determine the influence of 
rotation on the Jean’s criterion (15) of a uniform streaming fluid. So in order to carry out and 
to facilitate the present situation we may choose 0 , 0 ,ox HΩ = =  0, 0 and 0x yk kη = = = , 
equation (13), gives 

( ) ( ) ( )4 2 2 2 2 2 2 24 C 4 4 C 4 0o S z z S z on G k n k Gπ ρ π ρ+ − − Ω + Ω − = 16

8

0

 with 

( )2 2 2 17y zΩ = Ω +Ω  
Equation (16) indicates that there must be two modes in which a wave can be propagated in 
the medium. If the roots of (16) are being n1

2 and n2
2, then we have 

( )2 2 2 2 2
1 2 C 4 4 1S z on n k Gπ ρ+ = + Ω −  

( ) ( )2 2 2 2 2
1 2 4 C 4 19z S z on n k Gπ ρ= Ω −  

and so we see that both the roots n2
1 and n2

2 are real. The discussions of (16) indicate that if 
the Jean’s restriction   

( )2 2C 4 0 2S z ok Gπ ρ− <  

is valid, then one of the two roots n1
2 

or n2
2 

must be negative and consequently the model will 
be unstable. This means that under the Jean’s restriction (20), the self-gravitating rotating 
fluid medium is unstable. This shows that the Jean’s criterion for a self-gravitating medium is 
unaffected by the influence of the uniform rotation.   

If 0, 0, 0 and 0,oG H η= Ω = = ≠  equation (13) degenerates to a somewhat 
complicated relation. The purpose of the present part is to determine the effect of the 
viscosity of fluid.  So in order to carry out and to facilitate the present situation we may 
choose  so equation (13), at once, yields  0 and 0x yk k= =

( ) ( ) ( )22 5 2 4 2 0 2Sk k k Cσ η σ σ+ + = 1  
Equation (21) indicates that resistivity has s destabilizing influence under certain restrictions. 
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6. Conclusion 
The gravitational Jeans instability criterion is not influenced by the electromagnetic force or 
the rotation forces or even by the combined effect of them whether the fluid medium is 
streaming or not and whether the rotation in one dimension or more. The resistivity has s 
destabilizing influence under certain restrictions. 
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Appendix I 
The elements a i  of the matrix ( )1, 2,......,8 and 1, 2,....,8ij j= = ija⎡ ⎤⎣ ⎦  in equation (41) of the linear 

algebraic equations (30)-(38) are being 
( )11 oa nρ= , ( )12 2 o za ρ= Ω , ( )13 2o o o ya DUρ ρ= − Ω  

( )14 y oy z oza i k H k Hμ= +
 

, 15 x oya ik Hμ= , 16 x oza ik Hμ= , , 2
17 xa ik C= 18 o xa i kρ= −  

( )21 2 o za ρ= − Ω , ( )22 oa nρ= , ( )23 2 o xa ρ= Ω ,   24 0a =

( )25 2 y oy z oza i k H k Hμ= + , 26 y oza ik Hμ= 2
27 yk C=, a i , 28 o ya i kρ= −   

( )31 2 o ya ρ= − Ω , ( )32 2 o xa ρ= Ω , ( )33 oa nρ= ,   34 0a =

35 z oya ik Hμ= ( )36 2y oy z ozk H k Hμ= +,  a i ,  2
37 za ik C= ,  38 o za i kρ= −   

( )41 y oy z oza i k H k H= +
42 0a =, 

 
,   43 0a = ,  ( )( )2 2

44 x ya n i k k= − + + ,  45 x ya ik k= ,   

,   46 o xa DU ik k= + z 47 0a = , 48 0a =  

 

51 x oya ik H= − ,  
 

52 z oza ik H= ,  53 z oya ik H= − ,  54 x ya ik k= ,  ,  ( )( )2 2
55 x za n i k k= − + +

56 y za ik k= ,  ,57 0a = 58 0a =  

 

61 x oza ik H= − ,  ,  62 y oza ik H= − 63 y oya ik H= − ,  64 x za ik k= ,  ,  

,  ,  : 

65 y za ik k=

( )( )2 2
66 x ya n i k k= − + + 67 0a = 68 0a =  ; 71 o xa i kρ= ,  72 o ya i kρ= ,  73 o za i kρ= ,  74 0a = ,  

,  ,  ,  ; 75 0a = 76 0a = 77a n= 78 0a = 81 0a = ,  82 0a = ,  83 0a = ,  84 0a = ,  ,  85 0a = 86 0a = ,  

87 4a Gπ= − ,   2
88a k=
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Abstract: Liquid Metal Batteries (LMB) offer a very innovative and promising concept for 
grid scale energy storage. Coupled with increasingly contributing – and highly fluctuating – 
renewable energies, they may become a key ingredient for providing energy on demand. 
LMBs are predicted to be economically very competitive compared to other storage devices – 
especially for electricity storage on the short and medium time scale. However, for safe and 
reliable operation, a full understanding of fluid motion in such cells is indispensable. In this 
paper we focus on the effects of the kink-type Tayler instability in LMBs. 
 
1. Introduction 
 
Liquid Metal Batteries (LMBs) represent a completely new storage concept for grid-scale 
energy storage. A liquid metal (e.g., Na, Mg) is floating on a second, high-density liquid 
electrode (e.g., Bi, Sb) – both being separated by an intermediate molten electrolyte. This 
self-assembling structure of the battery provides a number of distinguished advantages 
compared to classical batteries, as e.g., fast kinetics, potentially long life time and elevated 
current densities [1]. The use of abundant raw materials and a simple construction can lead to 
a very cheap means for stationary energy storage, as increasingly demanded by highly 
fluctuating renewable energies (wind, photovoltaics). Economies of scale demand for up-
scaling these LMBs to a diameter of a meter, or so, in order to reach the desired price of 5-
10ct/kWh/cycle. Here is the point where magnetohydrodynamics comes into play. 
Reliable and safe operation requires a comprehensive understanding and control of fluid flow 
in LMBs to avoid interface deformations and to optimise mass transfer. Such flows may arise, 
e.g., due to thermal convection, electro-vortex flows, interface instabilities or the kink-type 
Tayler instability (TI) [2]. Arising from an interaction of the battery current with its own 
magnetic field, the latter one is especially relevant for large cells [3]. 
In the following we will present simulation results of the TI in one electrode of the battery, 
estimating the impact on the battery and proposing several countermeasures in order to avoid 
the TI. 
 
2. Numerical Model 
 
The numerical scheme is described in detail in [4], here we give only a short summary for 
sake of understandability. Solving the Navier-Stokes equation for incompressible fluids 
 

         L
2 fuu
+∇+−∇= ηρ p

Dt
D              (1) 

 
in a cylindrical geometry, we add the Lorentz force term )()(L bBjJf 00 +×+=  as source of 
the instability, with ρ, u, t, p, η denoting the fluid density, velocity, time, pressure and 
dynamic viscosity, respectively. We split the current density and magnetic field into a static 
part due to the external current (J0, BB0) and an induced part (j, b). 
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The very low magnetic Prandtl numbers of liquid metals and the finite cylindrical geometry 
make it hard to solve the Navier-Stokes equation and induction equation simultaneously. For 
that reason we use an integro-differential equation approach by solving a Poisson equation for 
the electric potential � 
 

)( Bu×⋅∇=Δφ              (2) 
 

and computing the induced current as )Buj ×+(−∇= φσ  with σ as the electric conductivity. 
We obtain then the induced magnetic field b by Biot-Savart’s law. 
 
3. Characterisation of the Tayler instability in liquid metal electrodes 
 
Simplifying the battery electrode to an infinite long cylinder, the cell current will induce a 
purely azimuthal magnetic field. While the relevant criterion for onset of the TI in ideal 
conductors [5] 
 

0/))(( 2 >∂∂ rrrBφ              (3) 
 
depends only on the radial dependence of that field, we have to account for the stabilising role 
of viscosity and resistivity when working with liquid metals. That means that there is a critical 
cell current for the onset of the TI – which does not depend on the size of the battery.  
The TI will appear first in the better conducting liquid electrode, which is typically the upper 
one. The scaling between different liquid metals is possible via the Hartmann number (here 
for a cylindrical electrode) 
 

η
σ

η
σ

π2
μ0I(R)RBHa φ ==            (4) 

 
 
with R and μ0 meaning the electrodes radius and the vacuum permeability. 
 

 
 

Figure 1: Growth rate normalised by R2ρ/η vs. Hartmann number a), and mean Reynolds 
number of the TI in saturation in dependence of the Hartmann number b) [6]. 

 
Figure 1a) shows the growth rate of the TI in a liquid metal column with aspect ratio height / 
diameter = 1.2 and a critical Hartmann number for onset of the TI of Hacr = 29. The Reynolds 
number Re = ρuR/η of the saturated TI is shown in figure 1b). For typical electrode materials 
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one would expect a few millimetres to a few centimetres per second of maximum velocity in 
the fluid [6]. Although such flows alone may not be strong enough to shear off the electrolyte 
layer, their interaction with interface instabilities may indeed pose a problem for the integrity 
of the stratification. 
 
4. Stabilising the Tayler Instability 
 
In order to maintain the stable density stratification of a LMB and ensure safe operation, the 
TI should be avoided or at least dampened in the upper electrode.  
The simplest measure for taming the TI is placing an insulating rod on the battery axis (figure 
2a) [3]. Depending on the diameter, this allows for shifting the onset of the TI to much higher 
cell currents. Leading the cell current back through a bore in the middle of the battery (figure 
2b) allows for totally suppressing the TI.  
 

 
 

Figure 2: Critical Ha number for onset of the TI for an electrode with aspect ratio 1.2. Either 
the bore diameter a) or the current flowing back through the bore b) is varied [6]. 

 
 

 
 

Figure 3: Critical Hartmann number for onset of the TI in a cuboid electrode of aspect ratio 
height / side length = 0.5 with applied horizontal a) or axial magnetic field b). 

 
Both measures require an internal bore in the battery – which is an efficient solution for 
suppressing the TI, but may increase the price as the construction becomes more challenging 
(e.g., due to different thermal coefficients of expansion). An alternative solution is to provide 
an external magnetic field, generated by a Helmholtz coil [6]. Applying a purely horizontal 
magnetic field increases the critical current just slightly (figure 3), while an axial magnetic 

255



field suppresses the TI very effectively with guiding only 15% of the battery current through 
the Helmholtz coil. 
Apart from the methods described above, one may also consider to guide the feeding current 
back on the side of the battery (figure 4). We show here results for a cylindrical electrode with 
aspect ratio 1 and a lateral wire at r = 1.1R. The current flowing through the wire is variable 
and may be as large as the cell current. Using this countermeasure, the cell current may be 
increased only by a factor of 1.7, i.e., this measure is not very effective. It should be noted 
that with several stacked batteries, the current through the wire may be even higher than the 
single cell current. In such a case, the return current may not be stabilising any more, but even 
trigger the TI “in opposite direction”. 
Providing several conductors side by side to the battery and splitting the back flowing current 
through all of them allows for a more homogeneous magnetic field distribution (figure 5). 
Especially when using two symmetric conductors, the cell current may be increased by a 
factor of 2.8 without triggering the TI. Using instead of this configuration three not symmetric 
wires, the results are similar as for a single one (figure 5b). 
 

 
 

Figure 4: Simulation of the critical Hartmann number for the onset of the TI for a cylindrical 
electrode with aspect ratio 1. The feeding current is guided back through a wire side by side to 

the battery. 
 

 
 

Figure 5: Simulation of the critical Hartmann number for onset of the TI for a cylindrical 
electrode with aspect ratio 1. The feeding current is lead back through 2 a) or 3 wires b) side 

by side to the battery. 
 

 
 

256



5. Conclusion and outlook 
 
We have shown that the understanding of MHD effects in LMBs is a key requirement for up 
scaling such batteries in order to exploit the economies of scale. We have focussed especially 
on the effects of the Tayler instability, which will indeed be relevant for cells with an aspect 
ratio larger than one with thin electrolyte layers. 
The onset of the TI will take place at Hartmann numbers between 29 and 35 for an electrode 
aspect ratio between 0.5 and 1. While the corresponding currents may still be tolerable, 
Hartmann numbers in the range of 100 will induce fluid flows in the order of a few 
centimetres per second, which will definitely be harmful to LMBs. The consequences will be 
further studied with multiphase simulation. 
Besides of characterising the TI in LMBs we have also proposed a number of effective 
countermeasures for taming the instability. In particular, providing an additional axial 
magnetic field generated by a Helmholtz coil is one of the most promising options for 
stabilising the battery. We have shown further, that an appropriate placement of the feeding 
lines to the battery may be used for stabilisation. 
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Abstract

We present results of a numerical analysis of relaminarization processes in MHD duct and pipe

flows. It is motivated by Julius Hartmann’s classical experiments on flows of mercury in pipes and

ducts under the influence of magnetic fields. The computed critical parameters for transition as well

as the friction coefficients are in good agreement with Hartmann’s data. The simulations provide a

first detailed view of flow structures that are experimentally inaccessible. Novel flow regimes with

localized turbulent spots near the side walls parallel to the magnetic field are observed.

Introduction. The processes of flow re-laminarization in tubes (i.e. pipes and ducts)
were the first MHD phenomena studied experimentally by the work of Hartmann & Lazarus
(1937). The experimental settings were pipes and ducts of different aspect ratios, subjected
to a uniform transverse magnetic field. The flows had moderate values of the Reynolds
number and magnetic fields B. Laminarization was detected by comparing the measured
pressure drop with theoretical values based on laminar MHD channel flow. The transition
threshold could be associated with a certain value of the Reynolds number R based on the
thickness of the laminar Hartmann layer. However, theoretical works have not been able
to give a satisfactory explanation of transition in the MHD tube flows so far. One reason
for this is the particular structure of the laminar velocity distribution in tube flows, which
is characterized by a flat core and thin electromagnetic boundary layers. The Hartmann
layers form at the walls perpendicular to the magnetic field and have a thickness ∼ 1/B. On
the walls parallel to the field there are corresponding side layers called Shercliff layers (in
rectangular ducts) or Roberts layers (in circular pipes). They are thicker than the Hartmann
layers and have a different scaling with B. Since the shear is concentrated in Hartmann
and side layers, they may both support instabilities leading to turbulence. The role of R
as decisive parameter for transition points to the Hartmann layers as origin of transition.
However, there are indications that instability first develops in the side layers, e.g. by an
analysis of optimal linear perturbations in MHD duct flow (Krasnov et al. (2010)). In the
present work we therefore examine relaminarization by direct numerical simulations of MHD
tube flows for the parameters of the experiments by Hartmann & Lazarus experiments and
extend them to higher Reynolds numbers and stronger fields. Our contribution mainly focuses
on results from Krasnov et al. (2013) and Zikanov et al. (2013).

Mathematical model and numerical method. We consider flows of incompressible,
Newtonian, electrically conducting fluids (e.g. liquid metals) in rectangular duct or circular
pipe. The flow is subjected to a uniform magnetic field B0. Based on the assumption of small
magnetic Reynolds number Rem, the flows are described by the quasi-static approximation of
MHD equations Davidson (2001). The governing non-dimensional equations and boundary
conditions are given in Krasnov et al. (2013). The non-dimensional parameters are the

Reynolds Re ≡ Ua/ν and Hartmann Ha ≡ Ba (σ/ρν)1/2 numbers. Here U is the mean flux
velocity, a is the half-diameter (pipe) or half-height (duct), σ is the electrical conductivity.

1

258



The governing equations are solved numerically by our in-house DNS solvers, implemented for
rectangular (duct) and cylinder (pipe) geometries. The solvers are based on finite-difference
method described in Krasnov et al. (2011). The spatial discretization of 2nd order is on a non-
uniform structured grid formed along the lines of the Cartesian (duct) or cylindrical (pipe)
coordinate system. The time integration is explicit and uses projection-correction procedure
to satisfy incompressibility. The computational grid can be clustered in the wall-normal (or
radial) directions to provide adequate resolution of the boundary layers.

Results and discussion. The simulations have been conducted for two settings: flows pe-
riodic in the streamwise direction and flows with non-periodic inlet/exit conditions. Periodic
conditions represent a fully developed flow under perfectly uniform magnetic field. The non-
periodic formulation, on the other hand, is more realistic and allows us to apply non-uniform
magnetic fields with sharp gradients at the entry and exit of the test sections. By that it is
possible to mimic the real flow conditions in experiments, where the magnetic field is never
perfectly uniform and the flow evolution is influenced by entry effects.

The specific focus of our study, apart from reproducing the classical MHD experiments
Hartmann & Lazarus (1937), is on the appearence of patterned turbulence in MHD tubes.
The phenomenon of patterned turbulence, i.e. coexistence of laminar and turbulent zones,
is known for hydrodynamic wall-bounded shear flows, e.g. puffs and slugs in pipe flow
(Reynolds, 1883; Wygnanski & Champagne, 1973) and spiral bands in Taylor-Couette flow
(Andereck et al., 1986). However, coexistence of stable laminar and turbulent regions has
not been directly demonstrated for MHD tube flows.

Simulations of periodic duct and pipe flows. We start with the results of periodic DNS (Kras-
nov et al., 2013), where flows in a pipe and a duct of square cross-section are analyzed at
moderate (3000 to 5000) values of Re. The key feature of these simulations is the large length
of the computational domain, up to 64π in terms of the hydraulic radius a. As a result of
that, previously unknown patterned turbulence regimes have been observed for both pipe
and duct. The regimes are realized in all DNS conducted within a certain range of Ha (e.g.,
at Re = 5000, the range was 21 < Ha < 26 for duct and 18 < Ha < 23 for pipe). This range
of Ha is found to be the transitional one. Below and above it, all the simulations yield fully
turbulent or fully laminar flows.

Figure 1: Patterned turbulence regimes in pipe and duct flows in periodic domains. Different
flow states at Re = 5000 are visualized by iso-surfaces of turbulent kinetic energy of transverse
velocity components: puffs in pipe at Ha = 22 (a), double- and single-sided puffs in duct
at Ha = 25 (b, c), and extended turbulent zones induct at Ha = 22, cases of double- and
single-sided patterns (d, e). The total length of the computational domain is 80 pipe radii in
(a) and 32π of duct half-widths in (b)-(e).
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Figure 2: Patterned turbulence in spa-
tially evolving duct flows. The isosur-
faces of TKE of the transverse veloc-
ity components corresponding to 2% of
the maximum are shown. Flows under
stepwise magnetic field at Re = 3000
are visualized for Ha = 12, 13 and 14.
(A–A) and (B–B) indicate the pressure
measurement sections, the upstream lo-
cation (A) also shows the point where
the magnetic field begins.

The patterned turbulence regimes are illustrated in figure 1. We can see that the flow in
the core and Hartmann boundary layers remains essentially laminar. The puffs localized in
the sidewalls tend to form staggered patterns (fig. 1b,d) although the specific arrangement is
largely influenced by initial conditions. We have also analyzed the temporal evolution of the
puffs and identified multiple events as, e.g., merging and splitting of two or more neighboring
puffs, two opposite-side spots forming a ‘locked’ state and traveling together (fig. 1a). In
most cases one can identify a characteristic length of a single spot, which is about 30 radii.

Patterned turbulence in spatially evolving MHD duct and pipe flows. We have also made an
attempt to reproduce the real experimental conditions of the Hartmann setup. To do so
we have performed more realistic transition simulations at Re = 3000 with in- and outflow
conditions (see Zikanov et al. (2013)). Turbulent conditions at the inlet are obtained from a
periodic flow simulation running at the same Re and grid spacing. The streamwise domain-
size was chosen as Lx = 128π to minimize the effects of exit boundary conditions and to
provide more room for the spatial evolution of turbulent spots.

The results of these runs confirm the general conclusions from the simulations with peri-
odic boundary conditions. Fig. 2 shows a typical spatial development of the flow in this case.
Here the first streamwise section marked as A indicates the position where the magnetic field
begins. Downstream of this position the turbulent fluctuations are reduced by the magnetic
damping and both Hartmann layers and the bulk of the duct become laminar. At Ha = 12
turbulence is still maintained in extended zones located near the Shercliff walls. At Ha = 13
we observe the appearance of relatively stable puffs of well-defined length with a tendency to
arrange in a staggered pattern. At Ha = 14 the magnetic damping is already too strong to
sustain regular pattern of turbulent puffs, however weak spots are still generated occasionally
at one of the Shercliff walls. Finally, at Ha = 15 the flow becomes essentially laminar at the
first position marked B, although sporadic events can appear, but these spots die out quickly.

The only available parameter from the Hartmann experimental study was the average
pressure gradient dp/dx between two manometers, which can be recalculated in the friction
coefficient f = 2a dp/dx/(ρU2). We, therefore, have also measured f for both periodic and
non-periodic simulations to compare with the experiments. Fig. 3 shows that the friction
coefficients agree well between experiments and periodic and non-periodic simulations. Upon
increasing Ha the friction is initially reduced because of the magnetic damping of turbu-
lence. For Ha > 15 it increases linearly with Ha because friction in the laminar Hartmann
layers becomes the dominant contribution. Relaminarization occurs close to the minimum
of the friction coefficient. In experiments this has typically been found for a parameter
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Figure 3: Friction coefficient vs. Hartmann
number Ha shown for the results of simulations
and experimental data (Hartmann & Lazarus,
1937).

Figure 4: Patterned turbulence regimes real-
ized in simulations of duct flow at Re = 105

and Ha = 450, 500. The isosurfaces of TKE
(brown) of transverse velocity components cor-
responding to 2% of the maximum are shown,
also shown are the isosurfaces of the second
eigenvalue λ2 (cyan) of tensor SikSkj +ΩikΩkj.

R = Re/Ha ≈ 200.
Patterned turbulence in MHD duct at high Re and Ha. The numerical simulations at low and
moderate Re and Ha suggest that similar spots can also be expected in the transitional range
of Ha at higher Re. So far such regimes have not been observed in our prior study of MHD
duct flow at Re = 105 (Krasnov et al., 2012). This can be attributed to the insufficient
length of computational domain Lx = 4π. To verify this hypothesis we have conducted
a series of simulations, in which the length Lx has been increased to 8π. However, the
results should be viewed as preliminary because we used a coarser computational grid with
Nx × Ny × Nz = 2048 × 3852, i.e. with steps two times larger than in Krasnov et al. (2012).

The results are illustrated in figure 4 for Ha = 450 and 500 that correspond to the
transitional range of R = Re/Ha ≈ 200. The flow is laminar in the core and the Hartmann
boundary layers, but has strongly pronounced turbulent spots near the sidewalls. At Ha =
450 (R = 222, left plot) the puffs are already isolated and maintain their identity, approximate
energy, and approximate length for the entire duration of the simulation. These puffs are
similar to those observed earlier in MHD pipe and duct at lower Re and Ha (Krasnov et al.,
2013; Zikanov et al., 2013). A typical puff length calculated in terms of the Shercliff layer
thickness δSh, is Lpuff/δSh ≈ 130 − 150. This is consistent with the results at lower Re and
Ha, where the puff length of 30 radii amounts to Lpuff/δSh ≈ 125− 150. At higher Ha most
of our attempts have ended in fully laminar flow states. However, one simulation started with
a realization at Ha = 450 has produced a regime with two isolated turbulent spots showing
no tendency to further decay. The isolated puffs at Ha = 500 (R = 200, right plot in fig.
4) have significantly lower turbulent kinetic energy than the puffs at Ha = 450 and smaller
length: Lpuff ≈ 85δSh.

Summary and conclusions. DNS of MHD duct and pipe flows have been performed
to reproduce the classical laminarization experiments by Hartmann Hartmann & Lazarus
(1937). One distinct feature is the co-existence of laminar and turbulent regions at the edge of
laminarization. The peculiarity of the MHD flows is the localization of these turbulent zones
in the sidewall layers. The friction coefficients measured by Hartmann are in good agreement
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with our DNS. It is, however, important to notice that this integral parameter provides no
indication of the existence of turbulent zones as their impact on the total friction is very low.
We also notice that at high Ha ≈ 450 ... 500 the appearance of isolated puffs is accompanied
by the quasi-2D columnar vortices (cyan shading in fig. 4), identified earlier in our study
(Krasnov et al., 2012). It seems plausible that there is an interaction between the puffs and
quasi-2D vortices, such that the puffs are stretched along the magnetic field direction and
resemble objects known as ”turbulent bands”. Further work is necessary to resolve the details
of transition in the side layers and to explain why the parameter R determines the transition
in a wide range of Re and Ha numbers.
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Abstract : The Tayler instability (TI) due to current flow through a liquid GaInSn column is 
under consideration here. It is a consequence of electric current surpassing a critical value in 
the order of a few kA and manifests itself as a stack of vortices. Two ultrasound transducers 
encased in a copper electrode on top of the column were used to measure the vertical 
component of the liquid metal flow caused by the TI, which is of the order of several mm/s. 
UDV measurements were only possible after noise suppression mechanisms were added to 
the experimental setup. The results of the UDV retrievals will be discussed here. 
 
1. Introduction 
 
Due to the limited amount of fossil and fissile fuels on Earth, as well as the strain on the 
environment caused by their consumption or disposal, some societies are shifting their 
reliance onto renewable sources, such as solar and wind energy. This necessitates larger short-
term energy storage capabilities, as the production of electrical energy cannot necessarily be 
adjusted to the demand. Liquid metal batteries are a proposed means of this type of large-
scale energy storage. They consist of a solid container holding three phases of liquids, namely 
an anode metal, a cathode metal alloy and an electrolyte, such as a molten salt, separating the 
two. The advantages of liquid metal batteries are high current densities, reasonably low 
projected cost, a long cycle life, scalability, as well as their simple and self-assembling 
construction. Their disadvantages are low output voltages, high working temperatures 
required for the metals and the molten salts to remain liquid, as well as 
magnetohydrodynamic (MHD) instabilities. 
As the electrolyte layer needs to be thin in order to have a low resistance, such instabilities 
could cause fluid motions that displace the electrolyte, bringing the two electrodes of the 
battery in contact, which would lead to battery failure. 

The experiment discussed herein focuses on the pinch-type Tayler instability, which is 
the incompressible counterpart of the m = 1 kink instability of the z-pinch in compressible 
fluids, such as plasmas [1]. This instability is driven by an axial current flowing through a 
conducting fluid, which creates an azimuthal magnetic field resulting in an inward radial 
Lorentz force that “pinches” the fluid. A slight perturbation in a compressible system 
displaces the pinch locally, bunching the magnetic field together on one side and spreading it 
out on the other. The radial symmetry of the Lorentz force is broken as a result, causing the 
perturbation to grow exponentially. 

In an incompressible fluid, such as a liquid metal, such small perturbations are 
counteracted by viscosity and resistivity as long as the current vertically flowing through the 
conductor remains below a critical value. Above it, the Lorentz forces become too strong for 
such perturbations to be damped. As a result, a stack of vortices whose axes are normal to the 
flow of electrical current develops. This is known as the Tayler instability (TI) [2, 3]. In a 
previous version of this experiment, the vertical component of the magnetic field was 
measured by fluxgate magnetometers. Above currents of 2.7 kA, BBz grew noticeably, 
indicating that to be the critical current at which the TI sets in [4]. In the newly modified 
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version of the experiment, the vertical component of the liquid metal flow velocity is directly 
measured by an ultrasound Doppler velocimeter (UDV). 
 
2. Experimental setup 
 
A 75 cm long and 10 cm wide eutectic liquid gallium-indium-tin (GaInSn) alloy in a 
cylindrical polyoxymethylene container constitutes the core of this experiment. The top and 
bottom of the cylinder consist of copper electrodes that are connected to a switched-mode DC 
power supply unit (PSU) whose switching frequency is 10 kHz. The PSU, the 3 cm wide 
hollow copper rods delivering current to the experiment as well as the bottom electrode of the 
GaInSn cylinder are water cooled. The option to water-cool the top electrode exists as well, 
but was omitted with the aim of reducing thermal convections caused by Joule heating. Two 
ultrasound transducers (UST) encased within the top electrode are in direct contact with the 
liquid metal below (fig. 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 

Figure 1: Left: GaInSn cylinder. Right: Top electrode with USTs. 
 

The custom-made transducers, which can function at up to 60 °C, are 12 mm wide and their 
optimal operating frequency is 6 MHz. They are triggered by an UDV, which also records the 
echoes they measure and is controlled by a data acquisition computer. 
Although the requirements for spatial and temporal resolution permit frequencies as low as 
2.MHz, that regime is marred by a larger amount of noise from the PSU. This is due to the 
rectangular shape of the switching frequency’s waveform, as a rectangular wave is equivalent 
to a superposition of harmonic waves with frequencies that are odd integer multiples of the 
switching frequency with exponentially decaying amplitudes. 

Furthermore, a noise suppression assembly was constructed to ensure that meaningful 
UDV data can still be gathered from the sensors inside the electrode at currents in the order of 
several kA. It consists in part of six film capacitors manufactured by Electronicon. They have 
a self-inductance of 15 nH and are connected to the mains of the PSU in parallel to the TI 
cylinder, constituting a shunt which damps ripples in the current. Additionally, noise 
reduction inductors consisting of carbonyl iron and hydrogen-reduced iron powder cores were 
placed around the copper conductors powering the Tayler experiment. They impede the 
passage of alternating current through the induction of an opposing voltage. These cores have 
a high enough inductive reactance in the UDV frequency range to effectively suppress 
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relevant AC ripples. Furthermore, they have a high AL value, which is related to their 
inductance L and the number of turns N:  

                                                
A L=

104 L
(N )2

.
       (1) 

 
This is because the energy that can be stored in a magnetic field of an inductor is proportional 
to the inductance. Here, N = 1 because a straight conductor surrounded by a ring core is 
equivalent to a coil around a core with a single turn. 

The magnetic flux density within the cores is proportional to the applied magnetic 
field strength, provided it remains below 1 T, above which iron powder materials have their 
saturation densities. In this linear regime, the inductance is constant. As the maximum 
possible current that can be generated by the PSU is 8 kA, the ring cores not exclusively used 
for common-mode chokes (CMCs) were therefore also selected for having an estimated DC 
magnetic flux density (as calculated with Ampère’s circuital law) below 1 T at 8 kA. 14 
individual ring cores of three types manufactured by Amidon were used, namely five T225-2, 
eight T50-2 and a single T650-3. The latter was estimated to reach saturation, if not used as a 
CMC. Two of the T650-2 cores and the T650-36 core are in fact used as such. The magnetic 
fields within the cores caused by the opposing DC currents flowing through the conductors 
they surround nearly cancel each other out. As a result, the flux density within the T650-36 
core is well below saturation. The magnetic fields caused by common mode currents 
travelling through the conductors do not cancel each other out, which is why these currents 
can be choked by the inductor. The noise suppression assembly is shown in figure 2. 

 

 
 

Figure 2: Noise suppression assembly on top of the PSU. 
 
To reduce sheath currents running along the coaxial cables connecting the USTs to the UDV, 
the cables were wound around toroidal ferrite and split cores. 

Moreover, the UDV is decoupled from the electric grid with an isolation transformer, 
which prevents ground loops from affecting the measurements.  
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2. Measurements and data analysis 
 
The measurement results consist primarily of the relative intensities and wavelengths of 
echoes produced by backscattering on metal oxide particles within the fluid. Velocities are 
computed from the wavelength shifts in real time by the UDV. 
The theoretical current threshold above which the TI appears is approximately 2.7 kA. and the 
wavelength of its vortices is expected to amount to 12.5 cm [3, 4]. Thermal convection caused 
by Joule heating, as well as electrode-driven electro-vortex flow already appear at much lower 
currents. The latter is however suspected to be of significance only in the vicinity of the 
electrodes, rather than across the entire column. The vertical velocity component measured by 
the two transducers as a function of time and column depth is shown in figures 3 and 4 
respectively. Here, the current is switched on at t = 0 and brought to 4 kA in approximately 30 
seconds. The vertical wavelength of the velocity fields is approximately twice as large as that 
of the theoretically predicted value for the TI, but is in agreement with results obtained from 
the fluxgate magnetometer measurements [4]. Although the cause of this is not well 
understood yet, aliasing artefacts have been ruled out. Numerical and experimental 
investigations into other phenomena that are at play here, i.e. the electrode-driven electro-
vortex flow and thermal convection are ongoing [5]. 
To separate characteristic TI modes from other processes, a spectral analysis must be carried 
out. The Lomb-Scargle method of least squares spectral density estimation is shown in figures 
5 and 6 for the velocimetry data from figs. 3 and 4 respectively. Whereas the spatial 
periodicity of the aforementioned flow patterns, as well as its harmonics are evident in the 
periodogram, the theoretically determined 8 m-1 inverse wavelength of the TI, is 
overshadowed by a wave twice as long as the predicted value, at approximately 4 m-1. Further 
analysis will therefore be necessary, such as the isolation of individual wavelength bands and 
comparisons of their amplitudinal growth rates with one another as well as with the TI's 
growth rate as determined by fluxgate sensor measurements. 
 

 
Figure 3: Vertical velocity in the GaInSn 

column. The current is 4 kA. 
Figure 4: Vertical velocity in the GaInSn 

column measured by the other UST under the 
same conditions. 
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Figure 5: Lomb-Scargle periodogram of the 

velocity time series in fig. 3. 
Figure 6: Lomb-Scargle periodogram of the 

velocity time series in fig. 4. 
 
 
3. Conclusion and outlook 
 
The basic feasibility of UDV within a high-current environment has been demonstrated and 
the preliminary results are in general agreement with those found with BBz-measurements [4]. 
However, the TI growth rate has yet to be determined and compared with the previous results. 
Two additional USTs will be added to measure the vertical flow 90° off the positions of the 
current sensors, which will allow a clearer monitoring of the flow structure. More in-depth 
analysis of the collected data will be performed as well, especially in the first few hundred 
seconds, during the growth time of the TI, before natural convection becomes more 
pronounced. 
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Abstract:  In this work we present  results related to  instabilities created into a disk shaped 
conducting  fluid  layer.  No external  forces  are  applied.  Only a  zero-mean time-dependent 
magnetic field parallel to the disk axis. The experimental setup allows very fine determination 
of the amplitude of possible instabilities. We show different azimuthal wavenumbers and we 
are studying their dynamics. The  axisymmetric fluid layer destabilizes even for  very  small 
values of the interaction parameter.

1. Introduction

The  action of  external  magnetic  fields  that  evolve  in  time can  produce surface  waves  or 
instabilities in conducting fluid layers [1]. There are a few experimental works related to the 
study of instabilities in fluids under the action of external magnetic fields [2,3,4]. This effect 
depends on two sets  of  parameters,  the fluid  layer  characteristics  (electrical  conductivity, 
layer depth, diameter) and the magnetic field (frequency and intensity). When the magnetic 
field frequencies are large, the instabilities grow due to forces localized near the surface. On 
the other hand, for low frequency ranges, those forces may penetrate and produce bulk forces. 
Many experimental works have been developed for the large frequencies regime but there is a 
lack of results in the domain of low frequencies because of its limited potential applications. 
We want to study the low range of frequencies (0.1Hz to 10Hz). 

Following the previous work of J.Burguete et al. [4] we will focus in a configuration where a 
thin axisymmetric conducting fluid layer with free surface is forced through a time-dependent 
magnetic field parallel to the axis of a circular cell.  In Burguete’s work, the magnetic field 
had always the same orientation: the magnetic field was  B0+B1sin(ωt), being B1<B0. In our 
experimental setup, we work with a zero mean magnetic field, so it oscillates between both 
possible orientations in a cycle. This field generates in the fluid an azimuthal current due to 
Lenz's  law that  interacts  again with the magnetic  field producing a radial  force (Lorenz's 
forces). Due to the nature of the external magnetic field applied the oscillatory component of 
the  Lorentz  force’s  will  have  a  frequency  twice  the  frequency of  the  magnetic  field  [5]. 
Assuming that the system is axisymmetric, any perturbation that deviates the system from the 
axisymmetry can produce an azimuthal force that can destabilize the fluid and a flow can be 
created.

There are  some measurements in a strongly non-linear regime [6,7] and in low frequency 
regime [3,4] but our system allows a much more precise study of the dynamics of the pattern 
close to the threshold, so we can compare with the theory that predicts an instability without 
threshold [2,4].

2. Presentation of the problem

We have developed an experimental setup that allows us a fine adjustment of the main control 
parameters (magnetic field amplitude and frecuency) to study the dynamics of these patterns 
and  a  precise  observation  of  any deviation  from  axisymmetry.  Our  experimental  setup 
consists of three parts, the experimental cell, magnetic field and optical system (fig1).
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Figure 1. Experimental setup

Experimental Cell

An eutectic InGaSn alloy (liquid at room temperature) is placed on a Teflon® cylindrical 
cavity which a diameter of 84mm. There is a depression at the bottom part of the cell  that 
allows to center the liquid. The alloy adopts the form of a thin circularly shaped fluid layer (a 
large  drop of  fluid)  on the bottom of  the  container,  with  free surface.  The drop remains 
centered on the cell. The InGaSn drop is up to 20mm depth. An upper layer of HCl (1%) has 
been placed to prevent oxidation of the eutectic alloy.

Magnetic field

No external current is applied on the fluid. The force only appears through a purely vertical 
time  dependent  magnetic  field  perpendicular  to  the  free  surface.  This  field  evolves 
harmonically with frequencies between 0.1Hz to 10Hz. The field evolution is slow enough to 
avoid skin effects.  The magnetic  field is induced by modulating an electric current on an 
external coil. The power source that drives the coil can deliver up to 60A producing magnetic 
fields up to 70mT. This electrical current can be modulated in an extremely low frequency 
range. Once the experimental cell is placed inside the coil,  the axis of this magnetic field is 
parallel to the axis of the cylinder (perpendicular to the free surface of the liquid metal layer).

Optical System

The optical system is based on the method developed by Foucault [8]. A beam of light is 
redirected  using a  mirror  and a  beam splitter.  This  configuration  will  allow us  the direct 
observation of the free surface of the fluid layer (a top view). In the top view of the fluid the 
liquid metal remains as a mirror when the system is at rest and there are no instabilities. Any 
instability produces small deviations from the equilibrium position. A camera placed to record 
the top view allow us to study the deflections of the surface (any deflection will appear in the 
camera as a bright or dark region). Therefore we can record the dynamical behaviour of the 
system.

Our experimental setup has allowed us to observe spatial patterns (fig. 2) that appear in the 
phase-space between 0.4 Hz and 10Hz.  An axisymmetric pattern (m=0) appears in all the 
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phase-space. We observe very restricted windows where different patterns (m=2,3,4…) are 
very close and can even coexist as was noted by J. Burguete et al. [4].

  Figure 2. Different azimuthal wavenumbers (top view)

Using Fourier analysis tools it is possible to study the dynamics of the patterns. The evolution 
of the resonance frequencies with the intensity reveals that these patterns are not pure modes. 
For example, in the case of a 35ml InGaSn drop, we observe three restricted windows in wich 
more than azimuthal wavenumber appear simultaneously (fig. 3). If we further increase the 
magnetic field intensity, a cycle is established between different patterns. 

Figure 3. Phase-space of the different patterns. Dashed line : isocontours of the interaction parameter N. Each  
mark represents an experimetnal run.
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Focusing our attention in the third restricted window of the phase-space shown in fig. 3 we 
can observe how in 3.95Hz frequency a dynamical behaviour alternating between modes 5, 6 
and 10 has been detected. If we study the extended FFT at this frequency, we can isolate the 
different modes that appear simultaneously (fig. 4). We can study their growth rates and we 
can show how different  families  of harmonics  grow slaved. The amplitude of this  modes 
change with  B  for a given frequency, and different growing rates that  tend to fill  can be 
determined for different modes (fig. 5).

Figure 4 . Overhead and extenden FFT for increasing values of magnetic field  at 3.95Hz

Figure 5. Grow rate of  different families of harmonics that form isolated modes for increasing values of  
magnetic fields at 3.95Hz
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3. Conclusions

Our  experimental  setup  allows  the  characterization  of  spatial  patterns  very  close  to  any 
potential  threshold.  Different  symmetry  breaking  patterns  have  been found with  different 
azimuthal  wavenumbers  m = 0,  2,  3,  4,  5,  6,  8,  10.  For  the  same parameter  values,  the 
azimuthal wavenumbers can even coexist and we have identified various sets of harmonics 
that evolve slaved. These patterns appear for parameter values in very restricted windows and 
for very small interaction parameters. These instabilities have been observed for interaction 
parameters as low as N=0.002, and up to now we have not detected any threshold. Radial 
wavenumbers have been observed. So, the magnetic field can induce patterns even for very 
small forcings.
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Abstract: Employing the short wavelength approximation, we develop a unified framework 
for the investigation of the standard, the helical, and the azimuthal version of the 
magnetorotational instability (MRI) as well as of the current-driven Tayler instability. We 
show that the inductionless types of MRI that were previously thought to be restricted to 
comparably steep rotation profiles extend well to the Keplerian case if only the azimuthal 
field deviates slightly from its field-free profile. 
 
1. Introduction 
 
How stars and black holes are able to form from rotating matter is one of the big questions of 
astrophysics. Magnetic fields figure prominently into the picture via the mechanism of 
magnetorotational instability (MRI) [1,2]. The usual understanding is that MRI only works if 
matter is electrically well conductive. However, in rotating disks this is not always the case. 
In areas of low conductivity, like the dead zones of protoplanetary disks or the far-off regions 
of accretion disks that surround supermassive black holes, the MRI effect is numerically 
difficult to comprehend and its relevance is thus a matter of dispute. A complementary 
approach to this regime would be to carry out liquid metal experiments. Unfortunately, under 
the condition of a purely vertical field, both the rotational speed as well as the magnetic field 
has to be very high, so that experiments on this standard version of MRI (SMRI) are 
extremely involved [3,4], and a clear success has eluded them thus far.  
By adding an azimuthal magnetic field to the vertical one, as proposed in [5], it became 
possible to observe the helical MRI (HMRI) at substantially lower rotational speeds and 
magnetic fields [6]. Very recently, the non-axisymmtric azimuthal MRI (AMRI) has also been 
observed [7]. However, one of the blemishes of these inductionless versions of MRI is the 
fact that they are only able to destabilize rotational profiles with a relatively steep radial 
decay, which for now did not include rotation profiles as shallow as the Keplerian one.  
Here, we study the stability of rotational flows in the presence of a constant vertical magnetic 
field and an azimuthal magnetic field with an arbitrary radial dependence. Employing the 
short-wavelength approximation, we develop a unified framework for the investigation of 
SMRI, HMRI, AMRI, as well as of current-driven Tayler instability (TI) [8]. Considering the 
viscous and resistive case, our main focus is on the limit of small magnetic Prandtl numbers 
which applies, e.g., to liquid metal experiments but also to the colder parts of accretion disks. 
We rigorously demonstrate that the inductionless versions of MRI extend well to the 
Keplerian case if the azimuthal field only slightly deviates from its field-free profile [9-12].  
 
2. Mathematical setting  
 
The standard set of equations of viscous, resistive, incompressible magnetohydrodynamics 
consists of the Navier-Stokes equation and the induction equation for the time evolution of the 
fluid velocity u and the magnetic field B, respectively,  

273



uBBuuu 2

0

∇+
∇⋅

+
∇

−=∇⋅+
∂
∂ ν

ρμρ
P

t
   , BuBBuB 2∇+∇⋅=∇⋅+

∂
∂ η

t
,  

where both u and B are divergence-free, and P is the total pressure. In the following, we 
assume a rotating flow with angular velocity )(rΩ , exposed to a magnetic field with constant 
axial component and an azimuthal magnetic field with arbitrary radial dependence . 
Around this ground state, we consider short-wavelength perturbations of velocity and 
magnetic field with an, in general complex, growth rate

0
zB )(0 rBφ

λ and a wave vectork for which we 
use the definitions 2221, zrz kkk +== − kkα . We define the viscous, the resistive, and the two 
Alfvén frequencies corresponding to the vertical and the azimuthal magnetic field, 

0

0

0

0
22 ,,,

ρμ
ω

ρμ
ωηωνω φ

ην φ r
BBk

A
zz

Az
==== kk , 

and measure the radial steepness of the angular velocity and the azimuthal Alfvén frequency 
by two appropriate Rossby numbers: 

r
r

r
r A

A ∂

∂
=

∂
Ω∂

Ω
= φ

φ

ω

ω2
Rb,

2
Ro . 

After introducing the following dimensionless numbers,  

αωω

ω
ω

α
ω

ω
αβ

ω
ω

ηννη

ν φ mnz

z

A

A

A
==

Ω
=== ,Ha,Re,,Pm , 

we can derive the secular equation for the perturbations in the form 
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This gives a dispersion relation in form of complex fourth-order polynomial, for which 
Bilharz’s stability criterion can be applied [10-12].  
 
3. Some results 
 
Soon after the discovery of the HMRI [5], and its surprising scaling with the Reynolds and 
Hartmann numbers (which is different from SMRI that scales with the magnetic Reynolds and 
Lundquist number), two limits were identified by Liu et al. [13] which we will call the Lower 
Liu Limit (LLL) and the Upper Liu Limit (ULL) in the following. In the inductionless limit 
Pm = 0, and for a current-free azimuthal field, i.e. Rb = −1, the authors had found that the 
flow is stable for Rossby numbers between the LLL RoLLL = 2(1−21/2) = −0.8284 and the ULL 
RoULL = 2(1+21/2) = +4.8284. The existence of the LLL, in particular, is of great astrophysical 
relevance since it means that Keplerian rotations, characterized by Ro = −3/4, would not be 
affected by HMRI (and neither by AMRI, as was later shown in [9]). Despite some attempts 

274



to extend the LLL to somewhat higher values (by considering conducting boundaries [14,15] 
or finite Pm [16]), it seems now that Keplerian profiles will be very hard to be destabilized.  
Here, we discuss another way of extending the range of applicability of HMRI (and AMRI). 
We set out from the physical reasoning that the shape of the azimuthal magnetic field in a 
disk is not a-priori given, but is rather a product of induction effects in the disk. The ~1/r 
dependence would correspond to the extreme case of an axial current in the very center of the 
disk. Without going into the details of induction effects, which would depend strongly on the 
radial and vertical distributions of the conductivity, we assume here that the azimuthal field 
might well be flatter than 1/r, and we will test the consequences of this modification for the 
applicability of HMRI. 
 

 
 

Figure 1: (a) The lower (LLL) and the upper (ULL) Liu limits existing at Rb = −1 are just the end 
points of a quasi-hyperbolic curve in the Ro−Rb plane. (b) A scaled fragment of the limiting curve 
demonstrating that the inductionless forms of the MRI can exist above the limit RoLLL = 2(1-21/2) in 

case that Rb > −1. The open circle marks the Keplerian value with Ro = −3/4 at Rb = −25/32, whereas 
the black circle corresponds to Ro = Rb = −2/3. The dashed diagonal represents the Chandrasekhar 

line Ro = Rb. 
 
Analyzing the secular equation for arbitrary Ro and Rb, assuming Pm = 0, letting Re and Ha 
go to infinity, and optimizing than over β , we obtain the following curve of marginal stability 
in the Ro-Rb plane [10]: 
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This curve is visualized in Figure1. In Figure 1a we see that the two Liu limits LLL and ULL 
are just the endpoints of this curve. Most important for us is the fact that the Keplerian case, 
i.e. Ro = −0.75, is reached at Rb = −25/32 = −0.78125. Roughly speaking, a slight 20 per cent 
deviation from the purely current-free azimuthal field (Rb = −1), would make HMRI a viable 
mechanism to destabilize Keplerian flows. 
A second interesting point in Figure 1b is Ro = Rb = −2/3. This is the only point where our 
marginal stability curve touches the so-called Chandrasekhar line, characterized by Ro = Rb 
which means that the angular velocity and the azimuthal Alfvén frequency have the same 
radial dependence. The particular Chandrasekhar equipartition solution, with Ro = Rb = −1, is 
known to be stable in the ideal case. What happens with the general line Ro = Rb, when 
viscosity and resistivity come into play? To answer this question we set the interaction 
parameter (or Elsasser number) N = Ha2/Re equal to the magnetic Reynolds number, N = Rm. 
Under this condition, the Bilharz criterion acquires the form 
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Its solution is illustrated in Figure 2. The wide part of the instability domain in Figure 2a, 
existing for small Rm, represents the AMRI. Evidently, this domain shrinks with increasing 
Rm, degenerating to a ray for infinite Rm. In other words, when coming from infinite Rm, 
already an infinitesimal small electrical resistivity destabilizes the marginal stable solution. In 
this sense, AMRI is a typical example of a dissipation-induced instability. 
 

 
 
Figure 2: (a) The threshold of instability at Ha2/Re = Rm and Re → ∞ in the (n, Rb, Rm) space. (b) Its 
projection onto the Rb−n plane. The increase in Rm makes the instability domain more narrow so that 
in the limit Rm → ∞ it degenerates into a ray (dashed) that emerges from the point (open circle) with 

the coordinates n = 2/31/2 and Rb = −2/3 and passes through the point with n = 1 and Rb = −1. 
 
Going over from Rb = −1 to Rb = 0 means physically a transition from an isolated central 
current to a homogeneous radial current distribution. The latter situation is known to be 
susceptible to the Tayler instability [8], which tapes into the energy of the current rather than 
into the rotational energy. Setting Hb: = β Ha, with Ha going to 0 and β to infinity, we obtain  
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Figure 3 shows now the stability surface for this setting, at Pm = 0 and n = 1.278, whereby we 
connect Rb = −1 and Rb = 0 by a quarter of a circle according to Ro(Rb) = −(−Rb2 − 2Rb)1/2. 
Figure 3a gives a total view of this surface, while Figures 3b-d show individual slices at 
different values of Re. Not surprisingly, at Re = 0 we get only the current-driven TI, while for 
Re > 0 we see the AMRI arising as a “nose” which later connects to the TI area. 
 
4. Conclusions 
 
Given the dramatic differences in the parameter dependencies of SMRI on one side and 
HMRI/AMRI on the other side, it is of great astrophysical importance to know whether the 
latter forms could possibly be working for Keplerian rotation profiles. As we have seen, the 
answer to this question is affirmative, if the azimuthal magnetic field is only slightly 
shallower than ~1/r. Yet, the induction that is needed to allow this would require Rm > 1 
which apparently leads us back to the realm of SMRI. However, there is still a difference here 
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since the Lundquist number could be very small in our case. Detailed considerations for 
specific accretion disk problems must be left for future work. 
 

 
 

Figure 3: Instability threshold for the special case Pm = 0, and n ≈ 1.27842, when following the 
quarter-circle curve Ro(Rb) = −(−Rb2 − 2Rb)1/2. (a) The instability domain bounded in the (Hb,Rb,Re) 

space and its cross-sections at (b) Re = 5.4, (c) Re = 5.734, and (d) Re = 6. The domains of TI and 
AMRI reconnect via a saddle point at Re = 5.734. 
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Abstract: The present paper reports the first step of research project, which contains a 
fundamental numerical investigation of the flow of liquid gallium in the system of 4 counter-
rotated cylindrical magnets and an innovative neutron radiography experiment. The design of 
the experimental set-up is reported. Numerical aspects of the modeling of such a system as 
well as preliminary results are demonstrated. 
 
1. Introduction 
The paper will consider the flow of liquid metal, which is induced by a system of four 
counter-rotating cylindrical Nd-Fe-B magnets (see fig 1). A liquid metal stirrer based on 
rotating permanent magnets has been proposed by A. Bojarevičs & Beinerts [1]. The 
mentioned reference contains an analytical expression for a magnetic field and an iterative 
solution for the flow velocity in the limits of a two-dimensional model as well as 
experimental measurements of the velocity. 

 
(a) (b) 

Figure 1: design of the liquid metal stirrer with four counter-rotating magnets. (a) magnets 
and a liquid metal vessel; (b) scheme for mathematical modeling (1 – rectangular liquid metal 

container, 2 – cylindrical magnets). 

Generally, the proposed electromagnetic (EM) system produces in a rectangular 
crucible the flow of a topology that is similar to that in an induction crucible furnace (ICF) 
that is widespread in metallurgy for melting and stirring of secondary metals. The classical 
approach is used in such stirrers: alternative current in a solenoidal inductor around a crucible 
induces current in a melt and a magnetic field that results in a Lorenz force that moves the 
liquid metal and forms counter-rotating vortices. Permanent magnet systems are very rare in 
industrial metallurgical applications due to the temperature limitation imposed by the 
magnets; however, recent and still unpublished A. Bojarevičs’ and Beinerts’ inventions found 
also an industrial use of such a technology for stirring of aluminum. Moreover, an application 
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of rotating cylindrical magnets for pumping of aluminum is reported [2,3] and liquid metal 
pumps with magnets integrated in a single rotating cylinder or a double disk is also well-
known (see, e.g., [4]). 

Homogenization of solid inclusions in the ICF as an application of a stirrer is of 
industrial interest. Such processes were simulated using Large Eddy Simulated (LES) method 
by Ščepanskis et al. [5]. However, an experimental investigation of particles in turbulent flow 
of liquid metal is an extremely complicated challenge and only last year the first attempt to 
measure a particle concentration field in a small ICF has been done [6]. Nevertheless, the 
mentioned experiment was able to measure the concentration field only at the dynamically 
equilibrium stage. 

Therefore, an experiment using neutron tomography technology (see, e.g., [7]) is 
proposed now. Unfortunately, due to technical limitations an ICF is not suitable for such an 
experiment. So, we decided to use the aforementioned permanent magnet system to produce 
the motion of liquid metal like in the ICF and to investigate the particles there. Such a 
permanent magnet system can also represent some other metallurgical application for stirring 
and pumping of liquid metal. The experiment is planned to be carried out on 25-27 of July, 
2014 at Paul Scherrer Institute (Switzerland), while the present paper will demonstrate a 
design of the experimental set-up and numerical investigations of the flow in the rectangular 
vessel highlighting relevant numerical aspects. 

2. Design of the stirrer 
The stirrer consists of the three main 
units: 1) a block of shafts with rotating 
magnets on one side and belt pulleys on 
the other side; 2) a frame with a motor 
and driving elements, gears and 
pulleys; 3) a rectangular vessel with 
glass walls on the front and the back 
sides, a small heating element on the 
bottom. The mentioned units are 
marked on fig 2. 

A rectangular vessel for liquid 
metal (marker 3 on fig 2) is made out of 
quartz which is a transparent material 
for neutrons. Inside dimensions of the 
vessel are 100 x 100 x 30 mm. The 
stirrer is constructed in such way that 
nothing disturbs the neutron beam, it 
only has to pass 2 mm thick glass. 

Gallium is expected to be used 
for the experiment because of its 
relative transparency for neutrons. It is 
also important that no radioactive waste 
is expected after the limited irradiation 
of the gallium by neutrons. The melting 
temperature of this metal is 30°C, 

therefore, a very simple heater is integrated in the construction below the vessel of the liquid 
metal. 

 
Figure 2: A sketch of the experimental set-up. 

The blocks 1 (fig 2) hold shafts with the cylindrical permanent magnets (1.1) that are 
magnetized as it is shown on fig 1b (arrows). The magnets are covered with stainless steel 
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cups and bolted to the common shafts. Each shaft is supported by two bearings and ends with 
a pulley. The third shaft (1.2), which also holds an additional pulley, is necessary for the belt 
connection. The whole block is moveable in the X direction (see fig 2) to carry out different 
experiments. Most parts of the mentioned details, including the bearings, are made of stainless 
steel. 

The unit 2 (see fig 2) consists of aluminum and stainless steel profiles (2.1), an electric 
motor (2.2), shafts in the middle level of the construction (2.3) that are necessary to drive both 
double-sided belts (2.4). These shafts have pulleys on each side and spur gears (2.5) to change 
the direction of rotation of the paired shaft. 

Sizes of the different element of the set-up (see marking on fig 1b) are as follows: 1) 
due to neutron radiography limitations the sizes of the liquid metal vessel are l = 10 cm, h = 
10 cm, Lb = 3 cm; 2) the available magnets have D = 3 cm, Lm = 5 cm; 3) positions of the 
magnets are optimized so that b = 5 cm, a = 4 cm (subject to change in a case of necessity), s 
= 0. 

3. Numerical simulation 
A block diagram of a general algorithm, which is implemented in the present investigation, is 
shown on fig 3. The EM field of the system and, consequently, the Lorenz force distribution 
 ,  

in the liquid metal are calculated non-
stationary and then averaged during a 
turnover period of the magnets. 
Generally, current density j is defined 
as follows: , where 
σ, v, E and B denote here 
conductivity of material, velocity of 
conductive liquid, an electric field 
and magnetic flux density. The 
magnetic Reynolds number Rem << 
1; therefore, an induction term 
( ) can be neglected, while E is 
determined by a changing magnetic 
field of the rotating magnets 
described by the Maxwell’s 
equations. Nevertheless, the 
equations of the EM field to be 
solved in a frame of the moving 
liquid and the solution should be 
corrected by taking into account the 
velocity field iteratively. 

So, it becomes clear that the 
algorithm, which is illustrated on 
fig 3, have a couple of purely 
numerical degrees of freedom that 
have to be carefully investigated to 
avoid their influence on the result. 

First of all, it is N – the number of time steps within the single period of rotation of the 
magnets, which is the most important numerical parameter. Fig 4 shows Joule heat induced in 
the melt as a function of N in the case of a 2D simulation (the results are shown for a case of 
zero velocity field – an initial step of the iterative algorithm). It is clear from fig 4a that the 

A single period of rotation of the magnets 

period averaging 

EM field 
simulation 
(2D/3D) 

N: φ += 2π/N 
     t += 2π/(N ω)

Hydrodynamics + external Lorenz force 

Lorenz force 

Results / LES 
simulation 

Figure 3: The block diagram of the numerical 
algorithm. N denotes a number of time steps within 
the turnover period; φ, t, ω are the rotation angle, 

time, angular velocity.

Velocity field 

i t
 e

 r
 a

 t 
i o

 n
 s 
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induced power per length unit of the restricted third direction increases monotonously with 
increasing N and can be described with an exponential function (see the curve on fig 4a): 

 , (1) 
where qasy is the asymptotic value that is in fact the real induced heat value; k is a 
convergence parameter that depends on the rotation speed ω. Since the functional dependence 
q(N) is known, the asymptotic (real) value can be reconstructed from only few points at low N 
using the least square method in order to avoid very long calculations in a 3D case. Fig 4b 
shows a quadratic dependence of the induced heat qasy on ω that is theoretically expected. The 
influence of other numerical parameters is insignificant in the case of enough resolution. 

 
 

(a) (b) 
Figure 4: results of the 2D modeling of the system that is shown on fig 1b; (a) induced heat 

power in the melt as the function of the numerical parameter N, (b) asymptotic value (see left 
figure) of the induced heat depending on the angular speed of the magnets. 

 

Fig 5 demonstrates the results of 3D 
calculations (the geometric parameters of 
the system used in this calculation are 
mentioned at the end of the Section 2) for 
ω = 10 cps. It seems to be unrealistic at 
first glance that the induced heat in the 3D 
case is less than 4% of that in the 2D case 
multiplied by the length of the 3rd 
direction Lb = 3 cm (compare asymptotic 
values on fig 4a and fig 5). However, 
taking into account the small thickness of 
the vessel Lb, it becomes clear that the 
induced current in the thin layer of liquid 
metal is hard to close without significant 
loses. Therefore, this case dramatically 
differs from the 2D case that in fact means 
current closure at infinity. Increasing Lb 

and Lm 10 times we obtained the result for the 3D case to be approximately 80% of that in the 
2D case. Thus the previously mentioned result for the 3D case seems to be reliable. 

Figure 5: reconstruction of the real value of 
induced heat according to the function (1) in 3D 

case; ω = 10 cps. 

Another numerical parameter, which definitely influences the result, is the number of 
iterations that take into account the reduction of the induction effect in a movable metal (see 

281



the scheme on fig 3). This part of numerical simulation is still in progress since 3D 
calculation is very time consuming. 

Therefore, we can demonstrate now only the velocity distribution in liquid metal in the 
quasi-2D case that, however, significantly overestimates the force and, consequently, the 
velocity of the induced flow as it was already discussed. The quasi-2D denotes here LES 3D 
hydrodynamics based on 2D EM calculation. Fig 6 demonstrates the topology of the time-
averaged flow but the magnitude is not shown because of the discussed overestimation of the 
2D case. The figure shows an interesting structure of the flow, which consists of 3 vortices 
instead of the expected 4 eddies. We suspect it can be a result of hydrodynamic instabilities, 
probably characteristic of such a system. A. Bojarevičs experimentally observed the same 
structure with changing direction of the central eddy along two diagonals sequentially with a 
period of several minutes (unpublished results). Therefore, the averaging for a 70 s long 
period, which is demonstrated on fig 6, cannot represent the mentioned changes. 

4. Conclusions & further plans 
The experimental set-up of the 
four counter-rotated cylindrical 
magnets is designed to represent 
the multi-eddy structure of liquid 
metal flow like in wide-spread 
metallurgical applications. 

At the beginning of the 
numerical investigation of such 
flows the significance of 3D EM 
calculation and the number of 
numerical steps of transient 
calculation within the single 
period of the magnet rotation 

were recognized. Fundamental numerical research of the flow including full 3D LES 
simulation of turbulence and the innovative neutron radiography measurements are the next 
steps. 

 
Figure 6: Topology of the time-averaged flow of liquid 
gallium in the system of four counter-rotated cylindrical 

magnets. 
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The magnetohydrodynamics turbulence is often an object for fundamental and applied studies 

in electroconductive fluid mechanics. In spite of intensive researches in this field, the small-

scale dynamo process at large Reynolds numbers is still difficult to investigate experimentally 

or numerically. This large spectrum of possible magnetic Prandtl number Pm values implies 

strong differences between possible generation mechanisms. The kinetic energy spectrum 

available for generating magnetic energy is controlled value of Pm. When Pm ≥ 1 the resistive 

scale is smaller than the viscous scale implying that all velocity scales are available for 

generating some magnetic field. On the other hand, for Pm < 1, only the velocity scales larger 

than the resistive scale are available for the magnetic field generation. In that case, the 

velocity scales smaller than the resistive stay passive in the generation process. We focus on 

statistical property of dissipations (its scaling and ratio) as a proper diagnostic of the kinetic 

and magnetic field interaction in wide range of scales. MHD shell model used for simulations. 

We explain the difference in dissipation ratio dependences on Pm that were suggested in [1] 

and [2]. The effect of nonlocal interactions in scale space is discussed. 
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Spectral Direct Numerical Simulations of low Rm
MHD channel flows based on the least dissipative

modes

KORNET Kacper and POTHERAT Alban
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Abstract

We put forward a new type of spectral method for the direct numerical simula-
tion of flows where anisotropy or very fine boundary layers arepresent. The mean
idea is to take advantage of the fact that such structures aredissipative and that
their presence should reduce the number of degrees of freedom of the flow. We ap-
plied the new method to calculate the evolution of freely decaying MHD turbulence
between walls. Comparing our results with the cases calculated in a 3D periodic
domain enables us to quantify the influence of the channel walls on the character of
a freely decaying MHD turbulence.

1 Introduction

Simulations of liquid metal flows in channel and duct configurations under a strong magnetic
field pose a difficult problem for existing numerical methods. The main obstacle is the linear
increase in number of modes required to resolve thin Hartmann boundary layers with the in-
tensity of the magnetic fieldB. Yet, the enormous dissipation incurred by friction and Joule
dissipation in these layers decimates the degree of freedomof the flow whenHa becomes large.
Their number can be estimated through the dimensiondM of the attractor of the underlying
system, for which an upper bound was shown to scale asHa−1 [4]. The fact that the number of
modes needed to resolve the flow completely increases in numerical simulations at highHa is
therefore a property of the spectral method based on these polynomials, but does not reflect any
physical constraint.
To overcome this problem we developed a new approach to the numerical calculations describ-
ing these flows. The solution of the flow is expressed in a base of eigenfunctions of the linear
part of the governing equations and its adjoint. We show thatin this approach the computational
cost does not depend on the thickness of boundary layer and therefore it allows for performing
calculations for high magnetic fields.

2 Governing equations

Flows of liquid metals in engineering applications are usually described within the frame of the
Low Magnetic Reynolds number (Rm) approximation. This applies to problems where the flow
is neither intense nor conductive enough to induce a magnetic field comparable to an externally
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applied one. The full system of the induction equation and the Navier-Stokes equations for an
incompressible fluid are then approximated to the first orderin Rm, which represents the ratio
of these two fields. This leads to the following system [6]:

∂u

∂t
+ (u · ∇)u = −

1

ρ
∇p + ν∆u + j × B , (1)

∇ · u = 0 , (2)

∇ · j = 0 , (3)

j = σ(−∇Φ + u × B) , (4)

whereu denotes fluid velocity,B - magnetic field,j - electric current density,ν - kinematic
viscosity,σ - electrical conductivity,Φ - electric potential. We consider a channel flow with a
homogeneous transverse magnetic fieldBez and impermeable (u|wall = 0), electrically insu-
lating (j · n|wall = 0) walls located atz = ±L/2. In thexy directions we adopt the periodic
boundary conditions with periodL. Under this assumptions and using the reference scaleL,
timeL2/ν and velocityν/L the above set of equations can be expressed in dimensionlessform:

∂u

∂t
+ P (u · ∇)u = ∆u −

1

Ha2
∆−1∂zzu , (5)

whereHa = LB
√

σ/ρν is the Hartman number andP denotes orthogonal projection onto the
subspace of solenoidal fields.

3 Numerical methods

We express the solution of eq. (5) using a basis of eigenvectors of the operatorL that represents
its linear part. The features of flows at highHa are strongly determined by the properties of
this operator. Because of this, the set of modes built out of its eigenfunctions elements includes
structures that are actually present in the flow. Laminar andturbulent Hartmann boundary layers
that develop along the channel walls appear, in particular,as built-in features of these modes
[2, 5]. They are therefore natural candidates to be used as elements of a functional basis in a
numerical spectral scheme. Moreover, these modes all have negative eigenvalues, and it can be
shown that to resolve the flow completely, it is only necessary to take into account all modes
with eigenvalueλ with a modulus below a maximum|λmax|, such that their total number scales
asRe2/Ha [4]. Since the operatorL represents the sum of viscous and Joule dissipation, the
set of modes defined in this way is in fact the set ofleast dissipative modes. For sufficiently
large values ofHa, this number becomes significantly smaller than the number of Fourier or
Tchebychev modes necessary to resolve the Hartmann layers [2].

The main difficulty of solving equation (5) using the least dissipative modes lies in calcu-
lating non linear terms. We use a pseudospectral approach and calculate them in real space.
Therefore we need a method to reconstruct a spectral coefficientsgn of physical vector fields
known at the discrete set of points in spacexi. This problem can be formulated as a set of linear
equations for unknown spectral components:

∑

n

gnen(xi) = G(xi) i = 1 . . . N (6)

whereen constitutes are base of eigenvectors, andG represents the decomposed vector field.
As the coefficients in this set of equations are constant during a single numerical run, it is worth
performingLU decomposition of the corresponding matrix at the beginningof calculations and
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later use it to efficiently find the spectral decompositions.Moreover it enables us to save even
more CPU time by omitting calculation of coefficients which wouldn’t be used in further calcu-
lations. For example we are interested only in thegn coefficients corresponding to divergence
free modes. Neglecting coefficients corresponding to irrotational modes is an equivalent of per-
forming projection representing by operatorP in eq. (5). The technique described above has
the advantage that the obtained spectral decomposition reproduces exactly the physical field on
the given set of discretization points. Therefore momentumand energy are conserved by this
procedure.

The spectral method described above was implemented by modifying the spectral code
TARANG developed by [7].

To validate the present numerical scheme we compared the results it produces with those of
three-dimensional, time-dependent direct numerical simulations performed with a code based
on the open source framework OpenFOAM, on test cases of freely decaying MHD turbulence.
OpenFOAMis based on the finite volume approach and uses a co-located grid. Our numerical
domain was a cube of dimensionL divided uniformly intoN cells in every direction. In order
to calculate correctly the electric current density in Hartman layers we always resolve each of
them with at least three computational cells in thez direction as in [1]. Following the DNS of
decaying MHD turbulence in a three-dimensional periodic domain by [3], the initial conditions
consist of a random gaussian velocity field withu(k) ∼ exp [(−k/kp)

2] wherekp = 8π/L. This
corresponds to the energy spectrumE ∼ k4 exp [−2(k/kp)

2]. For this choice of initial velocity
field, the integral scales of turbulent motions is given byl =

√

2π/kp. The velocity spectrum
was normalised in such a way that cell sizes correspond tolK/1.4 wherelK = lRe−3/4 is the
Kolmogorov length scale and the Reynolds number in its definition Re = u′l/ν is based on
l and velocityu′ = u(k = kp). With this choice, the Reynolds number and the Hartmann
number are linked byRe = 0.33Ha4/3. This strategy allows us to calculate the most intense
flow possible whilst minimizing mesh-induced numerical errors at a given mesh size, since the
mesh is always uniform.

For the reference case, we have chosenHa = 56, a value within reach with a traditional
code such as OpenFOAM. Adopting the procedure presented in previous paragraph for Open-
FOAM calculations we useNx = Ny = Nz = 170 number of points in every direction and
initial conditions characterized by Reynolds numberRe = 28. For the corresponding spectral
calculations we use a resolution 1.5 times higher (Nx = Ny = Nz = 256) in order to reduce the
dealiasing errors. The initial conditions were chosen in such a way that their physical expansion
on gridNx = Ny = Nz = 170 was identical to the initial conditions used in the calculations
with OpenFOAM.

We have followed the evolution of the initial conditions up to the time corresponding to
30 tJ wheretJ = σB2/ρ is the timescale of Joule dissipation. We have compared the evolution
of global kinetic energy, the viscous and magnetic dissipation rates. All these quantities exhibit
quantitatively and qualitatively the same behaviour in both codes. The spectral codes exhibits
a slightly smaller values of viscous dissipation then the finite volume code and slightly larger
magnetic dissipation (see fig. 3).

4 Decaying turbulence

We used the potential of the new method to study the behaviourof the MHD turbulence in
two sets of calculations with higher values of the magnetic field: Ha = 112 andHa = 224.
We started both simulations from exactly the same initial conditions characterized by Reynolds
numberRe = 178 and evolved them up to60 tJ . The fig. 4 shows the evolution of global
kinetic energy, the viscous and magnetic dissipation rates. For both values of the magnetic field
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Figure 1: Total kinetic energy (normalized by its initial value) and viscous and magnetic dissi-
pation rates (normalized by initial kinetic energy dividedby tJ ) in test case withHa = 56 in the
function of Joule times. The lines and points respectively represents the results obtained with
finite volume and spectral codes.
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Figure 2: Total kinetic energy (normalized by its initial value) and viscous and magnetic dis-
sipation rates (normalized by initial kinetic energy divided bytJ ) in case with insulating walls
for Ha = 112 (left panel) andHa = 224 (right panel) in the function of Joule times.

the flow evolution can be split into two phases. In the first phase the energy decay is dominated
by Joule dissipation. During this phase the flows changes to the state of two-dimensionality
due to the diffusion of the momentum along the magnetic field.In the second phase the energy
is dissipated mainly by viscosity with the ratio of viscous to magnetic dissipation reaching its
maximum value of∼ 1.7 and then slightly decreasing in time. Our results indicatesthat in this
viscously dominated phase the ratio of viscous to Joule dissipations scales as time multiplied
by Ha. It is the phase when the flow is strongly two dimensional and its evolution is governed
by interaction between 2D vortices and the walls.

To characterize the influence of the walls we performed two additional sets of calculations
starting from exactly the same initial conditions as beforebut with the periodic boundary con-
ditions imposed also in all three directions. The results are presented on fig. 4. In the beginning
the dissipation rate is again dominated by Joule dissipation. This phase is very similar to the one
in cases with insulating walls. In the second phase the flow isagain strongly two dimensional
and the energy is dissipated mainly by viscosity. However the Joule dissipation decreases much
faster with time with the ratio of viscous to Joule dissipations monotonically increasing with
time. Consequently at the end of the simulation the Joule dissipation is negligible, which is in
strong contrast to simulations with insulating walls.
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Figure 3: Total kinetic energy (normalized by its initial value) and viscous and magnetic dis-
sipation rates (normalized by initial kinetic energy divided by tJ ) in case with fully periodic
domain forHa = 112 (left panel) andHa = 224 (right panel) in the function of Joule times.

5 Conclusions

We presented a new spectral method to calculate MHD flows in channel configuration. It is
based on using the sequence of least dissipative eigenmodesfrom the dissipation operator in-
stead of the traditional Fourier or Tchebychev basis. We used this method to calculate the
evolution of freely decaying MHD turbulence between walls for Ha = 112 andHa = 224.
We compared the result with the cases calculated in a 3D periodic domain, which allowed us
to quantify the influence of the channel walls on the temporalevolution of viscous and Joule
dissipations.
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Abstract: The computations of electromagnetic (EM) and hydrodynamic (HD) fields based 
on developed 3D model are performed for: i) almost axis-symmetrical MHD-device with 
bottom and submerged top electrodes with single phase alternating current (AC) and 
cylindrical coil around the melt; ii) MHD-device with three-phases current supplied over three 
submerged top electrodes as well as with EM stirrer in form of side non-symmetrical 
inductor, which produces “travelling” magnetic field. Obtained flow patterns are the results of 
competition of electro-vortex convection (EVC) and electromagnetic convection (EMC), 
which appear due to conductive and inductive current supply accordingly. For axis-
symmetrical MHD-device the melt rotation appears as the effect of intercoupling of inductive 
or conductive current with magnetic fields, produced by other type of power supply. 
 
1. Introduction 
 
One of the popular types of industrial metallurgical equipment for melting and holding of 
ferrous and non-ferrous alloys (steel, ferrochrome, nichrome, etc.) uses power supply by 
conductive current – alternating or direct – over graphite electrodes (unsubmerged or 
submerged into the melt and/or slag), which have electrical contact with the melt and/or slag 
by arc. The heating of melt top surface may also be performed with plasma burner, thus 
conductive current due to jet of ionized gas is closed through the melt. The examples of such 
devices are electrical arc furnaces (EAF), ladle furnaces (LF), ore-melting furnaces, plasma 
furnaces, etc. With the purpose to intensify the circulation of melt the electromagnetic stirring 
(EMS) is used (for example, in LF, where EMS is the alternative to stirring with argon jet). 
EMS may be produced with side inductor (in LF) [1] or with bottom inductor (in EAF) [2]. 

Up to now the 3D numerical modelling of such MHD devices is performed for several 
particular cases: interaction of EMС and termogravitational convection (TGC) [2], EM field 
and energy aspects [3], EVC and mixture concentration field obtained with LES (Large Eddy 
Simulation) approach [4], heat transfer and gas flow over slag [5]. Brief overview of recent 
2D and 3D modelling may be found in [6]. 

The authors resume their research, performed for originally developed 2D models with 
application of own code [7]: the aim is 3D modelling of melt flow in MHD devices with 
combined inductive and conductive power supply, taking into account the intercoupling effect 
of interaction of electrical current with magnetic field, produced by another type of power 
supply. In order to eliminate TGC influence on flow structure – the result of competition of 
EVC, EMC and MHD-rotation – melt is considered as isothermal conductive fluid. 
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Resultant Lorentz force in the melt [8] 
takes into account: 

i) interaction of inductive or 
conductive currents with their generic 
magnetic fields; 

ii) intercoupling of current and 
magnetic field produced by deferent types 
of power supply; 

iii) phase displacement  
between inductive and conductive current. 

indel ααβ −=

Intercoupling effects may be found in 
the case of equal frequency of inductive 
and conductive current – indω = elω . For 
different frequencies elind ωω ≠  and for 
direct current (DC) in electrodes, time-
averaged Lorentz force is equal zero. 

 

 
Figure 1: 3D geometry and zones of structured 

mesh for axis-symmetrical MHD device 
with submerged top and bottom AC electrodes 

and cylindrical single phase inductor. 

1. Parameters of developed models and peculiarities of numerical computations 
 

The geometries of developed 3D models of MHD devices with combined power supply are 
shown in Figures 1, 6. The geometrical, physical and operation parameters are estimated 
using published for advertising purposes fragmentary data [1] for industry-size LF (capacity 
approximately 70 t): radius and height of the melt – = 1.35 m and = 3 m; height of 
inductor – = 3 m; height of submerged part of electrodes – = 0.85 m. For melt 
nichrome (conductivity 

meltr melth

indh submerge
elh

meltσ = 6.7·105 S/m) and equal values of current frequency in inductor 
and electrodes ( = = 50 Hz) non-dimensional frequency of melt is = = 8·102. indf elf ind

meltω̂ el
meltω̂

EM field is computed with ANSYS 14.0 in the melt, inductor and electrodes with 
geometries shown in Figures 1, 6. The melt turbulent flow is obtained using ANSYS CFX 14.0 
with 3D transient LES approach. As the initial distributions the results obtained with steady-
state and transient Shear Stress Transport (SST) k-ω model of turbulence are used.  

Figure 2: EM force vectors (left) and time-averaged velocity vectors (right) 
in vertical cross-section y = 0 (model in Figure 1). 
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Figure 3: Isolines of azumithal components of EM force (left) and time-averaged velocity 

(right) in vertical cross-section y = 0 (model in Figure 1). 

 Structured mesh (Figures 6) is built with hexahedral elements. For EM field skin layers 
and for HD boundary layers at solid walls the mesh with inflation is generated. 

During EM modelling ~ 2.5 millions of equations for complex variables are solved. 
Dimension of HD mesh is ~ 2.8 millions of elements. The time step is 0.005 sec. 

 
2. 3D model of system with top and bottom electrodes and cylindrical inductor 

 
The main features of 3D model are the following (Figure 1): 

i) Top electrode has submerged part; bottom electrode contacts the bottom of the melt. 
The electrodes’ axes coincide with symmetrical axis of melt vessel. Phases of current in top 
and bottom electrodes are equal = = . el

topα el
bottomα elα

ii) Cylindrical inductor has azimuthal dimension = 359˚; to ensure the applying 
voltage drop in boundary conditions the every inductor turn has thin (1˚) vertical gap. The 
phases of current in inductor turns are equal . 

ind
cylindrϕ

indindindind αααα ==== 1221 ...
 

Figure 4: Time-averaged velocity vectors at 
melt top surface z = 3 m  

(model in Figure 1) 

Figure 5: Maximum of azimuthal component of 
velocity vφ max  at melt top (model in Figure 1) 

as the function of phase displacement β between 
currents in inductor and electrodes. 
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Characteristic distribution of resultant EM force in vertical cross-section y=0 is shown in 
Figure 2 (left). Because of noticeable skin-effect the EM force is concentrated in thin layer, 
which thickness is estimated with EM field penetration depth into the melt = << . ind

meltδ el
meltδ meltr

EM force along cylindrical surface of melt has almost only radial component (except 
corner regions). The prevailing contribution to radial component rf , which is the main driver 
of EMC, gives the 1st term in upper expression, shown in Figure 2 (left). Flow patterns for 
system with “pure” inductor (t.i. without current over the electrodes) are typical for induction 
furnaces. There is not melt rotation around z-axis. 

EM force along top and bottom horizontal surfaces of melt has almost only axial 
component (except corner regions). The prevailing contribution to axial component zf , 
which is the main driver of EVC, gives the 1st term in lower expression, shown in Figure 2 
(left). Flow circulation for system with “pure” electrodes (t.i. without current in inductor) has 
opposite directions in comparison to EMC. There is not rotation of the melt around z-axis. 

 The circulation of the melt for system with combined power supply (Figure 2 (right)), is 
the result of competition of EMC, EVC and melt MHD-rotation around z-axis (Figure 4); 
phase displacement between inductive and conductive current is β = 112.5˚. 

 The melt rotation velocity vφ ~ 2.7–3.8 m/s (Figure 3 (right)) is comparable with melt 
circulation velocity in meridional cross-section vy=0 ~ 4.2 m/s (Figure 2 (right)), which, in its 
turn, is less than total velocity at melt top vtop ~ 5.9 m/s (Figure 4). The high velocity values 
correspond to extreme current values in inductor and electrodes: =100 kA; =1000 kA. indI elI

The directions of rotation in top and bottom zones of the melt are opposite (Figure 3 
(right)), which coincide with directions of azimuthal component of EM force (Figure 3 (left)). 
The variation of phase displacement β in range from 0˚ to 180˚ makes it possible to control 
direction and velocity of melt rotation (Figure 5).  

 
3. 3D model of system with three electrodes and side inductor 
 
The main features of 3D model of system are the following (Fig. 2): 

i) Three electrodes have submerged part with height . Radial positions of 
electrodes’ axes are =0.675 m; azimuthal positions – =0˚; =120˚; =240˚. 
Phases of current in electrode are =0˚, =120˚, =240˚. 

submerge
elh

elelel rrr 331 == el
1ϕ

el
2ϕ

el
3ϕ

el
1α

el
2α

el
3α

ii) Side inductor with height  has azimuthal dimension = 60˚. Inductor produces 
“travelling” magnetic field. The phases of current in inductor turns are: ; 

;  (numbering from bottom to top). 

indh ind
sideϕ

o041 === indind αα ...
o01285 === indind αα ... o024129 === indind αα ...

The 3D vectors of melt time-averaged velocity are presented in Figure 7. Inductor is 
turned to observer; vertical symmetry plane of model (Figure 6) is perpendicular to the page. 

The EM force, which appears due to conductive current supply, is noticeable in zone 
around the electrodes near top of the melt. The EM force, which appears due to inductive 
current supply, is noticeable along cylindrical surface of the melt strait opposite to inductor, 
magnetic field of inductor “travels” up.  

In the case of combine power supply the flow patterns, shown in Figure 7, are the result 
of competition of EMC and EVF and appears due to superposition of EM forces, produced by 
both conductive and induced current supply. Asymmetry (with respect to above mentioned 
vertical plane of model geometrical symmetry) of two-vortex flow in horizontal cross-section 
is most noticeable near top surface of the melt, where symmetrical flow of EMC competes 
with rotational symmetrical electro-vortex flow. Maximum value of velocity is ~1.2 m/s. 
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Figure 6: 3D geometry and structured 
mesh for MHD device with 

submerged three phase AC electrodes 
and side inductor, the source of 

“travelling” magnetic field. 

Figure 7: Time-averaged velocity 3D-vectors with 
“travelling” up magnetic field of inductor and phases 

= 0˚; = 120˚; = 240˚ (counter-clockwise) 
of current in electrodes (model in Figure 6). 

el
1α

el
2α

el
3α

4. Conclusions 
 
The developed 3D models are universal enough for analysis of industry-size metallurgical 
MHD devices with conductive and inductive combined power supply in wide range of 
geometrical, physical and operational parameters. 

The intercoupling effect (interaction of conductive current with induced magnetic field as 
well as interaction of induced current with magnetic field of conductive current) is illustrated 
with melt rotation around symmetry axis in MHD device with top and bottom single phase 
electrodes and cylindrical inductor. 

The variation of phase displacement between inductive and conductive current makes it 
possible to control direction and velocity of melt rotation. 
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Abstract: The behavior of azimuthal and radial velocity components of free decaying MHD 
flow in an annular gap with rectangular cross-section in an axial magnetic field has been 
studied. Experimental values of the velocity components of the flow were measured using a 
conductive anemometric system. Analysis of mean and oscillating characteristics has been 
carried out using a continuous wavelet transformation based on Morlet function. Signal 
scalograms were plotted and analyzed. 
 
1. Introduction 
Rotating magnetohydrodynamic (MHD) flows have been studied by various research teams 
for a number of years. Among them are flows in homopolar type facilities shown in Figure 1. 
These facilities have coaxial cylindrical electroconducting lateral walls and insulating end-
faces with liquid metal in between [1-3].  

 
Figure1: Schematic view of experimental setup. 

 
The device is located in a uniform axial magnetic field, and a rotating flow is generated by 
electromagnetic forces arising within the liquid metal volume at the passage of electric current 
between the cylindrical inner and outer walls-electrodes. The density of azimuthal 
electromagnetic body force r zf j Bϕ =  is inversely proportional to the radius ( 0 1 /rj j R r= , 
which leads to 0 1 /zf j B R rϕ = ), and the flow becomes different from rotating flows generated 
by RMF [4,5], a rotating cylindrical container [6], cylindrical lateral walls (Couette-Taylor 
flow) or rotating end-faces [7]. 
The interest in said problem is connected with the study of the existence time for structures of 
various scales in a rotating flow after the electromagnetic body forcing is switched off and of 
the peculiarities of their decay. Such estimates are extremely useful for the analysis of 
characteristics of rotating liquid metal flows under the action of amplitude- and frequency-
modulated rotating fields [8]. Their usage makes it possible to optimize the regime of 
electromagnetic stirring of melts and to improve the quality of the obtained products [5].  
In the examined spin-down flow regime in an axial magnetic field, it is possible to measure 
the azimuthal and radial velocity components by the conductive method [8]. As known, his 
method is delayless (without any response time), does not require calibration and allows 
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analyzing temporal evolution of mean and pulsational velocity values, their spectral properties 
and correlation characteristics. 
 
2. Experimental setup 
The experiments were performed on a facility described in [9]. A ternary eutectic Indium-
Gallium-Tin alloy was used as the electroconducting liquid. The properties of the alloy are: 

,/6360 3mkg=ρ ,/4.3 mS=σ sm /104.3 27−⋅=ν  (density, electric conductivity and 
viscosity, respectively). Copper cylindrical vessel with the external radius = 35.25 mm and 
an internal copper electrode with the radius = 4 mm positioned along the vessel central axis 
form an annular cavity filled with the liquid metal. The end-faces of the vessel are electrically 
insulated and the volume is filled up to the level 

2R

1R

012 2)(2 RRRH =−= . The vessel is placed 
inside a solenoidal water-cooled electromagnet inducing an axial magnetic field. The 
interaction of the radial electric current  with the axial magnetic field  generates 
azimuthal electromagnetic Lorentz force  which drives the liquid metal into rotation at the 
mean azimuthal velocity  (Fig. 1). The electric current between coaxial electrodes, as well 
as the current in the electromagnet coil, are controlled by two autonomous Genesys 
programmable DC power supplies. The magnetic field is measured by FW Bell teslameter, 
model 6010; the magnetic field inhomogeneity in the volume occupied by the liquid metal 
does not exceed 8%. Three-electrode potential probe with the 1.5 mm distance between 
electrodes was used for measuring the azimuthal and radial components. The probe was 
connected to the Stanford Research Systems low-noise preamplifiers, model SR560, and 
programmable low-noise filters, model SR640. Analog signals were transformed into digital 
ones by the National Instruments DAQ card-6052E, and the data was processed and recorded 
with a 16-bit resolution at the rate of 1000 scans/s using the National Instruments LabVIEW-
2012 software. 

rj zB

ϕf

ϕV

 
3. Main results 
In the case under study, external boundaries of the flow region are motionless, and the flow 
structure is established under the action of azimuthal electromagnetic force. Here the radial 
distribution of the azimuthal velocity component  points to the flow instability 
according to Rayleigh and to the possibility of the existence of the Taylor vortices in the 
stationary mode.  

( )V rϕ

In this flow mode, the azimuthal component of the mean velocity exceeds the radial one. At 
that, turbulence level grows along the gap radius and is maximal near the external wall [9], 
[10]. The initial phase of spin-down mode is accompanied, side by side with a decrease in the 
velocity components, by a temporal change in the ratio between their amplitudes [9], which 
can be explained as follows. In a steady mode, the azimuthal velocity component is maximal, 
since the azimuthal electromagnetic force imposed a rotating motion on the liquid metal. An 
equilibrium between energy pumping (the work of azimuthal force) and losses for viscous and 
turbulent friction and Joule dissipation is established (lateral and end-face walls drag the flow 
whose kinetic energy is dissipated in boundary layers). After switching off the radial electric 
current (i.e. switching off the electromagnetic force generating the flow), the flow is 
rearranged – viscous boundary layers diffuse into the flow core and smear it after some time. 
At that, the ratio between the velocity components values of the decaying flow is also 
changed. 
Such processes are observed in various rotating flows. For example, at the drag of a rotating 
cylinder with electroconducting liquid [6], the flow passes several stages including the 
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generation of "solitary waves" propagating from the cylinder end-faces with a subsequent 
formation of a sequence of "internal waves", and then the stage of generation and 
development of the Taylor vortices near the lateral wall at the Reynolds number values 
exceeding the critical one. The determining role of azimuthal electromagnetic force in rotating 
flows is also observed at a combined impact of azimuthal and axial electromagnetic forces 
(RMF and TMF) [4, 11]. The flow structure is specified by the azimuthal component and is 
independent of the ratio between the electromagnetic force components. However, the 
problems of the existence of some regularity in the energy redistribution between the velocity 
components of a flow decaying in the magnetic field, their correlation, characteristic times of 
the process, etc., remain unsolved. 

 
Figure 2: Scalograms of azimuthal and radial  velocity components decay on different levels from a 

bottom (Hi  = 38.5, 30, 20, 10 mm); R = 26 mm; Bz = 125 mT. 
 
Switching-off the azimuthal electromagnetic force controlling the flow structure and the 
removal of energy "feeding" of the flow should lead to a rearrangement of its structure, 
including the smearing of the region with the Taylor vortices (if they are present) towards the 
internal wall of the annular channel. Besides, such rearrangement can be accompanied by the 
liquid circulation in the meridional plane [4] and, hence, by a respective additional decrease in 
the kinetic energy of both (radial and azimuthal) velocity components. Change in the ratio 
between the amplitudes of mean velocity components at the initial phase of spin-down regime 
is accompanied by a respective change in turbulence level. However, we should note that 
velocity components of transient spin-down flow were approximated by analytical functions, 
and velocity fluctuations were considered as deviations from them. At the same time, non 
stationary regime seems complex, and therefore, we consider the decay of low-frequency 
oscillations. Non-stationary nature of the spin-down regime is complicated to do the 
quantitative analysis using, e.g., fast Fourier transformation. We have examined several 
methods of data processing and used the wavelet analysis as the principal one [12, 13]. In our 
analysis, we have used signals of a conductive velocimeter normalized to the magnetic field 
value.  
The presented scalograms of various spin-down modes are based on continuous wavelet 
transformation (CWT) using complex-valued Morlet wavelet. The respective program is a 
part of the Advanced Signal Processing Toolkit of LabVIEW 2012. They allow obtaining 
information on the frequencies pumped over from the azimuthal to the radial velocity 
component with a time shift. The wavelet analysis proves to be very efficient in the 
experimental data analysis of nonstationary turbulent flows [14]. The process is well 
illustrated in Figure 2, which shows the appearance of oscillations with the frequencies from 2 
Hz to 4 Hz, which were previously absent, after switching-off the electromagnetic force in the 
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radial velocity component.The results of flow characteristics analysis (continuous wavelet 
transformation based on Morlet function) are shown in Figures 3-5. 

 
Figure 3: Wavelet power spectral density: left panel - azimuthal (black) and radial (red) velocity 

components in the stationary regime; right panel - total fluctuations energy in the decay regime for the 
different average intervals: 0-1 sec, 2-3 sec, 4-5 sec and 7-8 sec, downwards. Dotted lines show “-5/3” 

and “-3” power laws; Bz = 63 and 94 mT, R = 26 mm, H = 20 mm. 
 
There are two energy spectrum intervals in the stationary regime corresponding to “-5/3” and 
“-3” power laws (fig.3). The second interval is characterized by energy equipartition for the 
fluctuations of azimuthal and radial velocity components. These two intervals remain likewise 
in decay regime, but amplitudes rapidly decrease and the frequency separation region changes 
from 15 Hz to approximately 6 Hz. Unlike this, lower frequency fluctuations are evaluated 
differently. The magnetic field impact on the decay process is illustrated in Figure 4 with 
temporal decreasing of dominant frequency fluctuations. As might be expected, the rate of 
fluctuations synchronization is determined by magnetic field value. It takes shorter time to get 
the same frequency of two velocity components with magnetic field increasing. It is also 
related to evolution of fluctuations amplitudes where the azimuthal energy is transferred to 
radial one. 

 

 Figure 4: frequency (top panels) and amplitude (bottom panels) of dominating oscillations of 
azimuthal (black) and radial (red) velocity components in the decay regime for different magnetic field 

values (Bz = 63, 94, 125 mT from left to right, accordingly); R = 26 mm, H = 20 mm. 
 
Components correlation is represented by the evolution of the phase shift between azimuthal 
and radial velocity components (fig.5). For stronger magnetic field, phase shift remains about 
45 degrees while for the weaker magnetic field it vanishes with time (full correlation state). 
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Figure 5: Phase shift between azimuthal and radial velocity components for different magnetic fields: 

Bz = 63 mT (black), Bz = 125 mT (red). 
 
4. Conclusion 
The obtained results allow to get an additional information on the peculiarities of the decay of 
a rotating MHD flows in an annular gap in the presence of axial magnetic field. It was 
established that in examined conditions the flow transformation is accompanied by energy 
exchange between velocity components. At that temporal evolution of fluctuations, the degree 
of their synchronization and correlations are determined by magnetic field value.  We find 
that the energy of fluctuations at higher frequencies is similar to the energy at the steady 
regime. Lower frequency fluctuations become synchronized at the decay regime only. We 
demonstrated these peculiarities using the continuous wavelet transform because the standard 
cross correlation does not distinguish any particular relations for such phase and frequency 
modulated signals. 
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Abstract : The process of crystallization of gallium alloy under stirring conditions is studied. 
A stirring flow is induced by the external rotating magnetic field generated by the MHD-
stirrer containing a cylindrical vessel with gallium alloy. The evolution of the liquid-solid 
interface is studied by the UDV technique. The position of the interface on the echo profile is 
found by the wavelet analysis using the real-valued Gauss wavelet. The evolution of the 
interface during crystallization has been investigated for stirring flows of various intensity. 
 
1. Introduction 
 
Many technological processes (continuous ingot casting, preparation of special alloys) are 
accompanied by crystallization of metal in a liquid phase. The efficiency of these processes 
can be essentially improved by stirring molten metals. The paper describes a method of 
studying the process of crystallization in a gallium alloy. The volume of liquid metal is under 
the action of the alternating magnetic filed which induces a vortex electric current. The 
interaction of the electric current with the magnetic field generates an electromagnetic force, 
which initiates a vortex stirring flow. The stirrer consists of a ferromagnetic core and a set of 
copper coils, which generate an alternating magnetic field inside a cylindrical volume of 
liquid metal. The coils generate the rotating magnetic field (RMF) and travelling magnetic 
field (TMF). A cylindrical vessel filled with gallium eutectic is placed inside the stirrer. The 
described experimental and numerical investigation has focussed on the process of 
crystallization in a gallium alloy filling a cylindrical vessel with rigid boundaries. The end 
faces of the cylinder have different temperatures. The evolution of the interphase boundary 
was investigated using the Ultrasonic Doppler Velocimeter (UDV) [1, 2]. 
 
2. Experimental study 
 
The main unit of the experimental setup is MHD-stirrer 1 (fig. 1), connected to power supply 
source 2. In our experiment, we used a three-phase transformer for this purpose. A cylindrical 
cavity of diameter 0.197m and length 0.320m inside the stirrer is designed to place a vessel 
with liquid metal. The stirrer generates either a travelling or a rotating magnetic field in the 
liquid metal. The investigation of the crystallization process was carried out for a gallium 
alloy Ga-Zn-Sn (87.5%Ga; 10.5%Zn; 2%Sn). This eutectic alloy crystallizes at Tc=17oC. The 
length of the transition zone from a solid to liquid state is rather small for this alloy, which 
makes it possible to determine the position of the solid-liquid (S/L) interface with sufficient 
accuracy. Liquid metal is poured in a vertical cylindrical vessel 3 (fig. 1). The walls of the 
vessel are made of stainless steel 0.006m thick. The bottom of the vessel is made of copper 
and serves as heat exchanger 4. The exchanger is connected with thermostat 5, which uses 
alcohol-containing fluid. In our experiment the bottom heat exchanger was cooled to a preset 
temperature T1, which was lower than the temperature of alloy crystallization (T1<Tc). The 
second cylindrical heat exchanger 6 is located above the vessel. It is connected to thermostat 
7, which operates on water. During the experiment the upper heat exchanger was heated to a 
preset temperature T2, which was higher than the temperature of alloy crystallization (T2>Tc). 
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The liquids inside the heat exchangers flow through a complex system of channels, which 
provides a uniform distribution of temperature over the surface. The external surface of the 
channel is covered by a thermal insulation material. Measurements were made with 9 short-
length UDV transducers, which were located in a horizontal plane 8 and connected to UDV 9 
in a multiplex mode. 

 

 
Figure 1: Scheme of experimental setup. 

 
The evolution of the echo profile obtained without application of the wavelet analysis. The 
application of the wavelet analysis yields the relation for the interface position. It follows then 
that the wavelet-analysis can be used to define the interface position and to estimate the error 
of the method based on the wavelet width. The proposed technique was applied to processing 
of the experimental data obtained at different values of the stirring flow intensity. Note that in 
all cases the temperature of the lower heat exchanger was T1=-25oC, and the temperature of 
the upper exchanger was T2=21oC. The results of our experiment showed that with increasing 
intensity of the stirring flow the rate of crystallization decreases (fig. 2,3). 
 

 
Figure 2: Evolution of the S/L interface in the process 

of crystallization at different values of stirring flow intensity (RMF only). 
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Figure 3: Evolution of the S/L interface in the process 

of crystallization at different values of stirring flow intensity (TMF only). 
 

3. Numerical study 
 
In the numerical experiment we have studied the process of crystallization of gallium eutectic 
in a cylindrical crucible in the presence of MHD-stirring generated by traveling or rotating 
fields. The wall of the crucible were assumed to be thermally insulated, and the heat was 
taken away through the crucible lid. The heater is placed in the bottom. Electromagnetic 
forces in a liquid metal were determined as in [3], and hydrodynamics and the process of 
crystallization were analyzed in terms of the k-ε model and using the enthalpy - porosity 
method [4]. Boundary conditions used in the problem were prescribed similar to those of the 
physical experiment. The velocity component on solid boundaries was taken to be zero. The 
temperature on the upper and lower boundaries of the region was, respectively, higher and 
lower than the crystallization temperature of the metal. The heat flow through the side walls 
was absent. During calculations, the value of porosity varied, which made it possible to 
describe an increase in the solidified gallium eutectic (fig. 4,5). 
 

a          b        c 
Figure 4: Example of fields: (a) – azimuthal velocity, (b) – temperature,  

(c) – S/L interface (RMF only, IRMF = 0.5 A). 
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a         b        c 
Figure 5: Example of fields: (a) – poloidal velocity, (b) – temperature,  

(c) – S/L interface (TMF only, ITMF = 2 A). 
 
3. Conclusion 
 
Measurements taken in the process of crystallization met some difficulties. The S/L 
interphase becomes non perfect on the echo profile. We determined its position using the 
wavelet analysis. The PC application has been developed to allow implementation of this 
analysis in the automatic mode. We analyzed the wavelet-spectrum constructed for each echo 
profile with the help of the real-valued Gauss wavelet. After finding the maximum on the 
spectral plane we determined the position of the interface and the width of the diffused zone 
and thus estimated the accuracy of the proposed technique. We also explored the flows 
generated by the rotating and travelling magnetic fields. It has been found that the stirring 
flows affect the process of crystallization, namely, they reduce its rate.  
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The trend of using Magnetoplasmadynamic thrusters (MPDT) in aerospace industry and 

spacecraft missions is widely believed to be very important and useful for its great efficiency 

as an electromagnetic propulsion and hence addressed here. Methods, techniques and 

approaches used in the study of MPDT are various. They include but not restricted to theories, 

experiments, observations, different numerical simulation methods, approaches and 

algorithms. One of the most outstanding problems in the MPDT is the challenge in the 

difficulty of sustain their efficiency increment. That is, generally, due to sinks losses, i.e. 

internal mode losses, plasma thermal loses radiations, etc. 

In this work, we show results from our study and investigation in which we use 

specific approaches and certain theories (variational asymptotic methods and spectral finite 

element methods). Our main target, so, is to improve our understanding of MPDT problems in 

particular in aerospace field by, for, example, elucidate newsolution technique that provide 

the most efficient issues. We note that they give raise the simulation techniques or approaches 

compare to the expensive or (sometimes) unavailable experimental parametric studies. 
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ACCELERATION OF CONDUCTION LIQUID IN THE CYLINDER OF FINAL 
LENGTH UNDER THE INFLUENCE OF A ROTATING MAGNETIC FIELD 
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Abstract: The non-stationary three-dimensional flow of a conducting liquid driven by a 
rotating magnetic field in the cylindrical vessel of the limited length is investigated  
 
This work is considering non-stationary axisymmetric three-dimensional flow of a viscous 
incompressible electro-conducting liquid in the cylinder of final length. This flow arises under 
the influence of coaxially rotating magnetic field of any rotary symmetry. The problem is 
described by the system of two dimensionless equations with respect to azimuthal velocity 
vϕ and φ-component of vector potential of velocity ϕψ : 
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where 0 1T ω=  is the time scale, 0 0v R pω=  is the characteristic value of velocity, 

2acHa Ha=  is the Hartmann number based on the active value of induction,  
2
0Re R pω ω ν=  is the Reynolds number defined by the relative velocity of the area boundary 

in the magnetic field, ϕψ  is the φ-component of the velocity vector potential v = rot ψ, 

0 0 ,h Z R= p  is the number of pole pairs (the order of rotary symmetry of a rotating magnetic 
field),  is the internal surface of the cylinder, Γ
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The analysis of the second equation of system (1) shows, that the reason of occurrence of a 
three-dimensional flow is the spatial change of the azimuthal velocity. In this connection 
change at time of the azimuthal velocity is defined from the first equation of system (1), and 
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evolution in time arising meridional vortices structures is defined through change of the 
azimuthal velocity. 
 
The solution of the system of the equations (1) with boundary conditions (2) is obtained by an 
iterative method with applying the Galerkin’s method at each step of iteration. On the i-step 
of iteration from the first equation of the system (1) on known value  1−iψ   is defined a value 
of azimuthal velocity   Then known values  .iv 1−iψ  and   are substituted in the second 
equation of the system from which a value 

iv

iψ  is find.  Iteration begins with a value 0 0.ψ =  
Used computing scheme of the method looks like: 
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Other schemes of iterations are possible, however direct numerical experiment also has 
shown, that the scheme of iteration used above possesses the best convergence on parameters. 
Using procedure of the Fourier method, values vϕ  and ϕψ we define by decomposition in the 
series, satisfying boundary conditions (2): 
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where mβ  is the roots of equation ( )1 0,mJ β =  nγ  is the roots of equation cos 0,nγ = i.е. 

( )1 2 ,n nγ π= −  mλ  is the roots of equation ( ) ( ) ( ) ( )1 1 1 1 0,m m m mJ I J Iλ λ λ λ′′ − =  mα  is the 

roots of equation sin n nchα α − cos 0,n nshα α− =  ( ) ( )1 1 ,m m mA J Iλ λ= −  sin .n n nB sh  α α= −
Numerical experiment made it possible to study the driven spatial flow patterns and to track 
their evolution in time. The solution is obtained both for small and for big Hartmann numbers 
at which iterative process still converges. In asymptotics by time the form of hydrodynamic 
structures comes close to the hydrodynamic structures obtained by solving corresponding 
stationary problem [1-3].  
The completed research promotes the best understanding of the hydrodynamic processes 
occurring in a cylindrical vessel under the influence of the rotating magnetic field, operating 
limited time (for example, at metal processing in installations of continuous action). 
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The interaction of a liquid sodium flow in a bronze toroidal channel with an alternating 
magnetic field is considered. The magnetic field traveling along the channel is generated by 
the external system of coils. The process of magnetic field transfer by the flow of liquid metal 
is investigated experimentally by measuring the induced phase shifts with respect to the 
external field. The phase shift obtained from the analysis of the experimental signals is 
evaluated based on the wavelet analysis. 

The results of calculations have indicated that with increasing frequency of the 
magnetic field the skin-effect becomes more pronounced even near the resulting 
inhomogeneous magnetic field. Therefore, at high frequencies only the near-wall part of the 
sodium flow will predominantly participate in the field transport. The higher is the frequency 
of the alternating field, the thinner is the near-wall sodium layer that participates in field 
transport. Hence, by changing the magnetic field frequency, one can determine the intensity 
of field transport by various sodium layers, namely, the transport of the field from the thin 
near-wall layer (at high frequency) to the layer almost coinciding with the channel cross-
section (at low frequency). This has led us to conclude that the proposed method can be used 
to recover the velocity profile of liquid metal in the channel. Numerical calculations show that 
magnetic field distribution throughout the cross-section of the channel filled with liquid metal 
is essentially inhomogeneous. One-dimensional approximation yields only preliminary 
estimates of profile recovery. For more accurate recovery of velocity data, the 3D magnetic 
field distribution should be used. 

Experimental studies provided evidence that the velocity profile reconstruction is 
possible. The magnetic field excited in liquid sodium was significantly weakened because of 
the external bronze shell, nevertheless the sensitivity of the 24-charge system for voltage 
measurements was sufficient for determining the phase shift due to advection by sodium. The 
phase shift calculation based on the wavelet analysis is less sensitive to a noise and can be 
easily adopted for analysis of signal with a time dependent frequency. Three braking regimes 
produced three different values of the phase shift which means sensitivity to the flow 
intensity. In addition, different frequencies of the external magnetic field were considered. It 
helps to estimate the flow intensity at different depth. The obtained results will be used in the 
next stage of our investigation devoted to the development of the procedure required for 
recovering information about the velocity profile. 

306

mailto:khalilov@icmm.ru


Numerical computation of liquid metal MHD duct
flows at finite magnetic Reynolds number

Vinodh Bandaru, Thomas Boeck, Dmitry Krasnov, Jörg Schumacher
Institute of Thermodynamics and Fluid Mechanics,

Technische Universität Ilmenau,
P.O.Box 100565, 98684 Ilmenau, Germany

Corresponding author : vinodh-kumar.bandaru@tu-ilmenau.de

Abstract. A coupled finite difference-boundary element computational procedure for the sim-
ulation of turbulent liquid metal flow in a straight rectangular duct in the presence of an exter-
nally imposed magnetic field at finite magnetic Reynolds number (Rm) is presented. Periodicity
is assumed in the streamwise direction and the duct walls are considered to be perfectly insu-
lating. Details of the algorithm for the coupled electromagnetic solution of the interior and
exterior will be discussed along with laminar flow results using idealized pseudo-vaccum mag-
netic boundary conditions.

Introduction. Turbulent conducting flows at finite magnetic Reynolds numbers occur in mag-
netohydrodynamic turbulence in plasmas, and in the generation of magnetic fields by the dy-
namo effect. In simulations the former case is typically studied as box turbulence without walls,
and the latter in a closed spherical fluid domain. We are interested in turbulent liquid-metal duct
flows in the presence of an externally generated magnetic field, which is of interest for metallur-
gical applications such as in the continuous casting of steel and aluminum. It can be expected
to show complex interactions between the magnetic field and the flow. Studies of these inter-
actions also guide the quantification of the reaction time in the measurement of transient liqud
metal flows through Lorentz force velocimetry.

The magnetic Reynolds number Rm is a measure of the relative magnitude of the induced
secondary magnetic field to the imposed magnetic field. We focus on the computation of veloc-
ity and magnetic fields in the interior of the duct, in the regime of Rm ∼ 1. Since the secondary
magnetic field (which is significant) also pervades the space outside the duct, proper modelling
of the magnetic field in the interior requires a consistent treatment of the magnetic field across
the duct boundaries. This is typically done through either of the following two approaches. The
first approach is to extend the computational domain to model the magnetic field also outside the
fluid domain. The second approach is to model the magnetic field only inside the duct but with
magnetic boundary conditions that arise from the boundary integral formulation of the exterior
field. Extending the domain to the exterior is computationally costly and also inconvenient
for the parallelization of an existing DNS code [1]. Furthermore, since the exterior secondary
magnetic field in itself is not in our interest, we prefer the boundary integral approach.

Characterizing the exterior magnetic field by the boundary integral procedure gives rise to
non-local boundary conditions [2]. Such boundary conditions typically arise in the non-spectral
simulation of dynamo and astrophysical processes. A hybrid finite volume-boundary element
computational procedure has been first proposed by Iskakov et al.[2, 3] and since then has
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been applied by various researchers to simulate kinematic problems wherein the velocity field
is given and the evolution of the magnetic field is sought (see, e.g., [4, 5]). In this work, we
attempt to perform a full dynamic simulation of the flow and magnetic fields evolving together
in the case of an MHD duct flow. A numerical procedure for the full MHD solution along with
laminar flow solutions with idealized magnetic boundary conditions will be presented.

Governing equations and numerical procedure We consider the incompressible flow of an
electrically conducting fluid driven by a mean pressure gradient in a straight square duct with
an imposed magnetic fieldB0. Flow crossing the magnetic field contributes to a current density
J which forms the source of a secondary magnetic field B that acts as a perturbation to the
primary imposed magnetic field. The total magnetic field BT = B0 + B interacts with the
current density J to produce a Lorentz force F = J × BT which acts as a body force on
the flow field. This body force affects the flow field which in turn affects the magnetic field.
The physics of this coupled evolution of the velocity and magnetic fields is governed by the
Navier-Stokes and the magnetic field transport equations respectively with the constraints of
solenoidality of both the fields. Using U , L, L/U , ρU2, B0 and σUB0 as the scales for the
velocity, length, time, pressure, magnetic field and current density respectively, the governing
equations in the interior of the duct in non-dimensional form are

∂v

∂t
+ (v · ∇)v = −∇p+

1

Re
∇2v +

N

Rm

((∇× bT )× bT ) , (1)

∇ · v = 0, (2)
∂b

∂t
+ (v · ∇)bT = (bT · ∇)v +

1

Rm

∇2b, (3)

∇ · b = 0, (4)
u = v = w = 0 at y, z = ±1, periodicity in x direction (5)

where x, y and z denotes the streamwise, spanwise and wall normal directions respectively and
all the lower case variables correspond to non-dimensional quantities. The mean cross-sectional
velocity U , the half width of the channel L, and a characteristic value of the imposed magnetic
field strengthB0 have been taken for non-dimensionlization. Parameters in the equations are the
Reynolds number Re ≡ UL/ν, the magnetic interation parameter N ≡ Ha2/Re, where Ha ≡
B0L (σ/ρν)1/2 is the Hartmann number and the magnetic Reynolds number Rm ≡ UL/λ. The
secondary magnetic field in the exterior of the duct is curl free and hence represented as the
gradient of a scalar potential, b = −∇ψ. The solenoidal condition leads to the governing
equation in the exterior as

∇2ψ = 0 (6)

The numerical solution is carried out on a non-uniform rectangular grid, with clustering of
grid points near the walls to resolve the Hartmann layers and side layers that are characteristic
of duct MHD flows. A collocated grid arrangement is used with the variables v, p and b stored
at the same grid points. A finite difference scheme with semi-implicit time stepping is used
for the discretization of the momentum and the magnetic field transport equations, wherein the
diffusive terms are treated in an implicit manner. For the momentum equation, a fractional
time step procedure is adopted to first compute an intermediate velocity field that is in turn
projected onto a solenoidal velocity field through a pressure correction step. Poisson equations
for the intermediate velocities and pressure are transformed into the Fourier space with respect
to x and are solved using the software package FISHPACK [6]. The mean pressure gradient is
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adjusted in order to obtain a constant volume flux in the duct. Details of the numerical scheme
for the solution of the velocity field can be found in Krasnov et al. [1].

Semi-implicit discretization of Eq.(3) with further simplification yields

−fbn+1 +∇2bn+1 = −fq (7)

for the magnetic field perturbation at the current time step n + 1, where f is a discretization
parameter and q contains the convective and field stretching terms at the previous time steps n
and n − 1. Since the domain is periodic in the streamwise direction, introducing the Fourier
transform along the x-direction leads to

b(x, y, z) =

k=Nx
2
−1∑

k=−Nx
2

b̂(y, z)eiαkx (8)

where αk = 2πk/Lx is the streamwise wavenumber, Lx being the length of the duct and Nx the
number of grid points along the length of the duct. Substituting this in Eq.(7) and dropping the
superscript yields

−(f + α2
k)b̂+∇2

yzb̂ = −f q̂ (9)

which is to be solved for the Fourier coefficients b̂x, b̂y and b̂z in the interior of the duct. How-
ever, since Eq.(4) acts as an additional constraint on the magnetic field and overdetermines the
sytem along with Eq.(3), we solve Eq.(9) only for the components b̂y and b̂z and reconstruct the
component b̂x from the condition

b̂x =
−1

iαk

(
∂b̂y
∂y

+
∂b̂z
∂z

)
, k 6= 0 (10)

In this way the solenoidal property of the resulting magnetic field is preserved. For the mode
with k = 0, the component b̂x is decoupled from the other two components and hence Eq.(9) is
used to compute b̂x with Dirichlet boundary conditions. The magnetic field in the real space is
recovered from the Fourier components b̂x, b̂y and b̂z through the inverse Fourier transform.

Evaluation of the components b̂y and b̂z at each wavenumber requires boundary conditions
that are consistent with the exterior field, the formulation of which is described here. The
Fourier representation of Eq.(6) leads to the Helmholtz equation (∇2

yz−α2
k)ψ̂ = 0, which using

the Green’s second identity can be represented in the boundary integral form as

cψ̂(r′) = P.V.
∮

[G(r′, r)b̂n(r) + ψ̂(r)
∂G

∂n
(r′, r)]dl(r) (11)

for the values of ψ̂ on the rectangular boundary, where n represents the boundary normal di-
rection, G(r′, r) is the Green’s function of the Helmholtz operator [7] about the pole r′ =
yey + zez and the integration along the rectangular contour is in the sense of a Cauchy princi-
pal value. Eq.(10) is non-local in nature and is discretized using the boundary element method
[8]. This involves dividing the rectangular contour into a number of small line elements called
boundary elements (see Figure 1) and approximating the integral equation as the sum of inte-
grals along each of these boundary elements. The grid points that store the variables lie at the
ends of each of the elements and the variables ψ̂ and b̂n are assumed to be piecewise linear
within each element. The integrals are evaluated numerically along all elements except at the
pole using a four-point Gaussian quadrature in order to accurately account for the steep gradi-
ents in the Green’s function. At the pole, the Green’s function has a logarithmic singularity and
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Figure 1: Grid with boundary elements and nodes used for the solution of the integral equation
for ψ̂.

is dealt with analytical integration over the element containing the pole. The boundary element
discretization yields the discrete form of Eq.(11) which is a fully occupied linear system of
equationsAψ̂ = d whereA is a matrix and d a vector.

Eq.(12) along with b̂τ = −∂ψ̂
∂τ

and the divergence free condition provides the boundary con-
ditions for computing b̂y and b̂z from Eq.(9), which is solved by a coupled iterative procedure.
The procedure is computationally intensive due to the fact that non-local boundary conditions
translate into fully occupied linear systems unlike the sparse sytems that arise from local bound-
ary conditions. The current density j is subsequently computed from the magnetic field b using
the Ampère’s law j = (∇× bT )/Rm.

Results and discussion. Simulations with pseudo vaccum magnetic boundary conditions were
first performed in order to validate the solution of the magnetic field in the duct interior. For
this purpose, it is assumed that for perfectly insulating walls, jn = 0 is realized with vanishing
tangential components of the magnetic field as

bτ1, bτ2 = 0,
∂bn
∂n

= 0 at y, z = ±1 (12)

the Neumann condition on bn being obtained from Eq.(4). Starting with an initial laminar duct
velocity profile and an imposed uniform magnetic field along the z-direction, the evolution of
the velocity and magnetic fields is simulated at Rm = 100, until a steady state is reached. The
contour of the streamwise velocity profile along with the corresponding magnetic field lines (in
the x-z plane) are displayed in Figure 2.

It is observed that the velocity reaches the steady Hartmann-like profile through a series
of oscillations that are damped eventually by diffusion, unlike the quasistatic regime which is
diffusion dominated. These oscillatory states are remniscent of Alfvén waves that are typical of
high Rm MHD flows. The corresponding stretching of the magnetic field lines is also observed.

Simulation of turbulent MHD duct flow with full treatment of the magnetic boundary condi-
tions as described in the previous section along with detailed validation of the procedure using a
quasistationary approach in the limiting case of low magnetic Reynolds number is in progress.
Benchmarking of the procedure’s numerical efficiency will be made with subsequent studies of
MHD turbulence at finite magnetic Reynolds number.
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Figure 2: Contours of streamwise velocity profile at Re = 2000, Rm = 100, Ha = 100 in a
cross-section (left). The corresponding magnetic field lines in the x-z plane, y = 0 (right). Grid
size : 16× 128× 128.
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Abstract: We study the effects of electrically conducting walls on the interaction between a 
small cubic permanent magnet and liquid-metal flow in a cylindrical pipe using experiments 
and electromagnetic simulation. The problem is motivated by Lorentz force velocimetry, 
where the drag force on the magnet due to the induced eddy currents in the flow is used for 
flow measurement. Compared with insulating walls, the conducting walls lead to an increased 
drag force on the magnet. Except for low distances, the experimental results are satisfactorily 
reproduced in simulations using a point dipole approximation of the magnetic field. 
  
1. Introduction  
 
In recent years several novel methods for flow measurement based on electromagnetic 
induction have been developed. They work without direct contact with the molten metal, 
whereby the problems due to high temperature and chemical aggressiveness of these materials 
can be circumvented. One of them is the so-called Lorentz force velocimetry (LFV) [1]. In 
this method, a magnet next to the moving conducting fluid causes induction of eddy currents, 
which give rise to a braking Lorentz force on the flow. An equal but opposite force acts on the 
magnet, which can be measured. It depends on the magnitude and distribution of velocity and 
magnetic field in the flow domain. Several studies of LFV have examined the influence of the 
distance between magnet and fluid as well as effects of field distribution [2, 3]. We extend 
these previous studies by examining the influence of finite conducting walls between the 
magnet and conducting liquid.  
 
2. Presentation of the problem  
 
Local flow measurement with LFV can be realized when the magnetic field is only significant 
in a limited flow volume. For such purposes one can use small permanent magnets. First 
investigations in this direction were performed on duct flows with insulating walls [2]. The 
same equipment, i.e. magnet and force sensor, were also used in the present study. Lorentz 
force measurements were taken for flows of the alloy InGaSn in cylindrical pipes with 
insulating and conducting walls. The setup was the same as in previous studies of other flow 
sensors for conducting flows [4]. The walls of the three pipes are made from copper, brass 
and PVC. The flows are driven by an electromagnetic pump and the mean flow velocity is 
controlled by an inductive flow meter (ABB Copa-XL DN25). In the experimental study, the 
position of the cubic permanent magnet relative to the pipe was changed systematically in the 
radial and transverse directions, and the flow velocity was varied. For one measurement the 
drag component of the Lorentz force was recorded with a temporal resolution of 6.4 Hz and 
averaged over 40 s. 
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Differences between insulating and conducting pipe walls originate from different 
eddy current distributions. Although there is no induction in the stationary walls, the eddy 
currents generated in the liquid will pass through the conducting walls, and can thereby 
change the resulting Lorentz force. 

For the numerical simulation of the problem we use the geometry and coordinate 
system shown in Fig. 1. The central axis of the pipe coincides with the x-axis. We only 
consider a finite section of the pipe in the axial direction whose length is adjusted depending 
on the distance of the magnet to the pipe.  

 

 
Figure 1: Pipe with conducting walls and coordinate system. 
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The geometrical and material properties are as follows: inner pipe diameter 

3
1 1027d −⋅=  m, thickness of the wall  m, wall conductivity for copper 

S/m, conductivity of InGaSn  S/m, kinematic viscosity of InGaSn 
 m

3
2 107.2d −⋅=

6
1 1058 ⋅=σ 6

2 103.3 ⋅=σ
27104.3 −⋅=υ /s, density of InGaSn 6492=ρ   kg/m3. 

With these parameters one can estimate the Reynolds and magnetic Reynolds numbers 
for an  average velocity  m/s that we consider in the simulations. The Reynolds number 
is  

1=u
4

1 108udRe ⋅== υ , i.e. the flow is fully turbulent. The magnetic Reynolds number   
 is low in this problem. We therefore use the quasistatic limit of 

the induction equation. We also assume the velocity field to be unaffected by the Lorentz 
force because the values are fairly small. The mean turbulent velocity distribution in the pipe 
is represented by [6] 

110udRe 2
120m <<≈= −σμ

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+= 2

2

x R
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κ

κ
ττ ; (1) 

42.0=κwhere  is the friction velocity, τu  is the von Karman constant, and 2dR 1=  is the 
inner pipe radius. The friction velocity is obtained by the constraint that (1) has to provide the 
correct value of the known mean velocity u. For u=1 m/s we obtain =0.074 m/s. τu

In the quasistatic formulation of the induction equation the induced currents are given 
by Ohm’s law with the induced electric field represented by the negative electric potential 
gradient. Charge conservation then provides [5] 

( )Bu2
rr

×⋅∇=∇ φ  (2) 
in the liquid. In the solid wall the velocity is absent, therefore 
 0 . (3) 2 =∇ φ

mrThe magnetic field is represented as a magnetic point dipole with magnetic moment . When 
the dipole is at the origin of the coordinate system, the field distribution is [1] 
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r
r

rr
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The eddy current density in the conducting walls is represented by 
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111j φσ ∇−=
r

  (5) 
and the eddy currents in the liquid by 

( )Buj 222

rrr
×+∇−= φσ . (6)  

The Lorentz force density is given by 
BjFL

rrr
×= . (7) 

The boundary conditions (cf. fig. 1) are as follows: 
- at the distance  m (inner pipe radius) from the x-axis the continuity boundary 
condition is 

3105.13R −⋅=

( ) 0n 21 =∇−∇⋅ φφ
r

 ; (8) 
- at the distance  m from the x-axis the insulating boundary condition is 3

2 102.16dR −⋅=+
 0n =∇⋅ φ

r
, (9) 

where  denotes the normal vector. rn
The magnetic fields in the experimental setup are generated by a cubic permanent 

magnet with a side length of l=10 mm, which is approximated by a magnetic point dipole 
located at the centre of the permanent magnet in the numerical simulations. The magnetic 
moment m

r
 in this case can be calculated from the measured distribution [2] of the magnetic 

field B
r

 at larger distances according to  Eq. (4). The numerical value is  A·m2. 1.1m =
For the numerical solution of the Poisson equations (2, 3) for the electric potential the 

PDE module in the Comsol 4.4 software package was taken. Different non-uniform meshes 
were tested. The domain area was split into elements unevenly: in the area near the permanent 
magnet, where large gradients of the magnetic field are situated, the elements were of small 
size. Mesh convergence tests were also carried out to ensure valid results. Typical numbers of 
elements were about . 610
 
3. Results  
 
Figs. 2 and 3 show a comparison of experimental data and computational results for the total 
Lorentz force (obtained by integrating Eq. (7) over the whole conducting volume) at different 
positions of the permanent magnet for a copper pipe and an insulating PVC pipe. The 
magnetic moment of the cubic permanent magnet is perpendicular to the top and bottom sides 
of the magnet. In Figs. 2 and 3 the magnetic moment is always aligned with the z-axis. In Fig. 
2 the center of the magnet is located on the z-axis (for a=0) and the bottom side of the magnet 
touches the wall of the pipe. From this reference configuration the magnet is then shifted by a 
distance a in the transverse direction, i.e. a is the y-position of the center of the magnet. In 
Fig. 3 the reference configuration (b=0) is the same, i.e. the center of the magnet is located on 
the z-axis and the bottom side of the magnet touches the pipe wall. The magnet is then shifted 
radially along the z-axis, and b denotes the displacement (in z) of the magnet from the 
reference configuration.  

In both Fig. 2 and Fig. 3 the conducting walls consistently provide a higher Lorentz 
force, which decreases rapidly with the distance. The theoretical values from the 
computations overestimate the measured values. The disagreement between theory and 
experiment is significant at small distances and decreases with increase of a and b. This is not 
surprising since the dipole representation significantly overestimates the magnetic field at 
distances of the order of the side length of the magnet. 

The relative error between experiment and theory is further illustrated in Fig. 4, which 
shows the ratio between theoretical and experimental Lorentz force values as function of 
distance. For both displacements (a and b) the error is as large as 80% at close distances and 
drops to about 2% or less at the largest distances. For the insulating pipe good agreement is 
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found at smaller distances than for the copper pipe. This observation can be attributed to the 
effectively larger distance between eddy currents and field source for insulating walls, which 
implies that the dipole approximation of the field is more accurate. The same argument also 
suggests that – irrespective of the distance – forces are larger for conducing walls. We also 
remark that the non-monotonous behaviour with respect to b in Fig. 4 is not visible in Fig. 3. 
It could be due to measurement errors but we cannot completely rule out mesh effects.  

Fig. 5 shows distributions of eddy current and Lorentz force densities on the inner 
surface of the pipe. The current density and Lorentz force are given in non-dimensional form 

as 
2

3
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2scale r4
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π
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=
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L
0L F
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0 j
jj = ,  where  and , . The 

distance is taken as m from centre of the permanent magnet to the liquid metal. 
The coordinate s  is the circumferential distance on the pipe surface measured from the line 
y=0. The Lorentz force distribution is clearly correlated with eddy current density distribution 
and the orientation of the Lorentz force density is mostly opposite to the x-direction. 

3107.7r −⋅=

 

 
Figure 2: Lorentz force dependence on transverse distance. 
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Figure 3: Lorentz force dependence on radial distance. 

Lo
re

nt
z 

fo
rc

e 
[N

] 

Distance b [mm]

315



  
Figure 4: Ratio between theoretical and experimental Lorentz forces. 
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Figure 5: Eddy current and Lorentz force distribution on the inner pipe surface for insulating 

walls, velocity 
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4. Conclusion We have performed experiments and simulations of a LFV test setup using 
liquid metal flows in pipes with insulating and conducting walls. The conducting walls are 
beneficial because they increase the measured force. Further work will focus on velocity 
variation and a more realistic approximation of the magnetic field.  
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Abstract: Numerical results of 3D steady MHD flow in a meter-long square duct with 
applied strong magnetic field are presented. They could be of use in developing liquid-metal 
(LM) blanket, in which PbLi is assumed as a breeding material, also for estimation of 
influence of MHD effects on liquid-metal corrosion processes of structural materials. Results 
show that change of wall conductance ratio from zero to a finite value in streamwise direction 
leads to creation of flow transition region, which is basically proportional to the Reynolds 
number and inversely proportional to some power of Hartmann number as shown in results. 

 
1. Introduction 

This study is more of academic interest, because of its simplicity and physical 
certainty. The problem is similar to that described by Sterl [1]. In the first half of the channel 
all walls are electrically insulating, but in the second half Hartmann walls are electrically 
conducting. In this kind of configuration in the vicinity of cross section at x = 0 there is a 
region where the flow changes from bulk type flow in the insulating part of the channel to 
strongly irregular flow in the conducting part of the channel with characteristic M-shaped 2D 
velocity profile. 

Numerical results are based on velocity field obtainment and interpretation, varying 
inlet velocity (mass inflow) and also external magnetic field in high Hartmann number region, 
where turbulence can be neglected, and laminar flow assumption is used. Typical flow 
velocities in this kind of reactor blankets are few centimeters per second in order of 
magnitude, so flows with small velocities are considered. The transition region length 
dependence on Re number as well as Ha parameter is also determined. 

ANSYS FLUENT 12.0 code [2] benchmarking is done by comparing velocity 
distribution in channel’s outlet with Hunt’s analytical solution [3]. 

In general, material properties are chosen from real-life experimental setup: applied 
external magnetic field B = 1..10 T, LM density ρ = 9400 kg/m3, electrical conductivity σ = 
0.77 MS/m, dynamic viscosity ρν = 0.00187 Pa·s; channel width a = 25 mm, wall thickness 
(thin-wall boundary condition is used) h = 3 mm. 

 
2. Governing equations 

The following Navier-Stokes equation of steady, incompressible MHD flow with 
continuity equation are solved numerically 

 
 

Here  are flow velocity, pressure, LM density, kinematic viscosity, induced 
currents and magnetic field respectively. From the following system of equations 

 
steady magnetic induction equation is derived and solved 
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where  – the total magnetic field consisting of external and induced fields. 
 
3. Boundary conditions 

Mass flow inlet is chosen to reduce the entrance length, and Dirichlet boundary 
condition for pressure is used at the outlet. For an electrically insulating walls normal 
component of current density , which is equivalent to induced magnetic field 
tangential components  from Ampere’s relation. For Hartmann walls in 
conducting part of the channel thin-wall condition is applied to better match used Hunt’s 
analytical model. 
 
4. Solution methodology 

Numerical calculations are carried out in ANSYS FLUENT 12.0. By default, steady, 
incompressible laminar flow is solved using finite volume method and pressure-based 
method. In advance MHD module is activated, and solution is obtained using magnetic 
induction method, which solves induction equation [4]. Pressure-velocity coupling is achieved 
by using SIMPLE algorithm. Least Square Cell Based, Standard and First Oder Upwind 
methods are used in spatial discretization for gradient, pressure and momentum, as well as 
magnetic field, respectively. 

Gradually increasing applied external magnetic field, solution is obtained for 1..10 T 
field after checking whether there is no more significant change in monitored residuals. 
 
5. Mesh 

3D structured mesh with dimensions of 1000 mm × 25 mm × 25 mm is used (fig 1). It 
consists of 1.4 million cells with special refinement at the walls. First cell size at the 
Hartmann wall is 4 µm, and every successive cell is 1.5 times larger, first cell size at the 
sidewall is 15µm, with size ratio of 1.3 for every successive cell in the direction of the center. 
 

 
 

Figure 1: Mesh structure in flow cross section. 
 
6. Results 

MHD flow transition region. To show the transition region length dependence on the 
Reynolds number, mass flow rate at the inlet was varied, while other quantities were left 
unchanged. This was done for Re values ranging from 0.1 up to 7000 (fig 2). 

Two regions can be distinguishable – the constant one with no dependence on Re, and 
the other one, which shows linear correlation between transition region length and Re 
number. Thus, there is some critical velocity value beyond which transition region length is 
independent of the flow velocity. 
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Figure 2: Non-dimensional transition region length dependence on Reynolds number at fixed 
magnetic field (Ha = 1015). 

 
 

At fixed flow velocities external magnetic field value was varied. Data points were 
obtained at various magnetic field values ranging from 1 to 10 T. Taking the logarithm from 
non-dimensional transition region length and Ha number, plotted data points can be 
approximated with a linear function  (fig 3). 
 

 
 

Figure 3: Non-dimensional transition region length dependence on Hartmann number at fixed 
inflow velocities. 

Expression can be rewritten in form . Taking the exponent from the 
latter expression, the true relation can be derived: . Displayed correlation coefficient 
squares confirm this dependence. From the slope values of the plotted lines can be concluded 
that the transition region length is inversely proportional to Ha number to the power of ≈0.4. 
 
Invention of flow parameter. Combining the both previous relations, transition region length 
can be expressed as a function of Re and Ha numbers. Expression takes 
form . One can guess that coefficient, which would make an equation from 
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the expression, could consist of wall conductance ratio  or its power, because it is one of the 
main parameters of the MHD flow. 
 
Transition region of quasi-static flow. If flow velocity tends to zero, then interaction 
parameter tends to infinity, and nonlinear elements of Navier-Stokes equation can be 
neglected, achieving the so-called Stokes regime, when viscous forces are dominant in fluid. 
From the plotted MHD flow core velocity (fig 4) can be seen that decreasing flow velocity by 
two orders no changes are visible. To confirm this observation flow direction in the channel 
was changed to opposite. Results showed perfect agreement. Thus, decreasing integral 
velocity v0, at some critical value vcr the transition to so called Stokes flow occurs, where the 
flow transition region and velocity distribution in this region no more depends on the 
magnitude of v0 (Reynolds number), but depends only on Hartmann number and the 
magnitude of wall parameter. At flow velocities larger than the critical value (v0>vcr), the 
increase of the velocity v0 leads to the increase of inertial forces, and, consequently, to the 
increase in length of flow transition region in the channel. 
 

 
 

Figure 4: Non-dimensional flow velocity in transition region (Stokes regime) 
 

7. Conclusions 
When flow velocity is larger than critical velocity (v>vcr), transition region length is 

proportional to Reynolds number. It is inversely proportional to the Hartmann number to a 
power of ≈ 0.4. 

When flow velocity is smaller than critical velocity (v<vcr) and tends to zero, 
transition region length tends to constant. No matter how small was the flow velocity, 
transition region length stays the same ≈ 1.4 a. 
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Abstract
We consider the magnetohydrodynamic (MHD) flow through a square pipe under the

influence of a transverse magnetic field when the outside medium is also electrically con-
ducting. MHD partial differential equations are of convection-diffusion type and it is well
known that convection dominated problems have numerical instabilities on a uniform mesh
with standard FDM. Therefore, an upwind FDM on Shishkin and Bakhvalov typed layer
adapted grids are considered in order to obtain stable solutions for high values of the param-
eters. Results are visualized in terms of contour lines of the velocity and induced current.

1 Introduction
It is already known that there are many applications of MHD pipe flow such as the design
of the cooling systems with liquid metals for nuclear reactors, electromagnetic pumps, MHD
generators, and flowmeters measuring blood pressure, etc. The exact solution of the problem
can be obtained only for some special cases [1, 2]. Therefore, there are many numerical methods
applied to the solution of the MHD pipe flow (see [3, 4, 5] and references there in)

In this paper we consider MHD pipe flow of square cross-section under the influence of a
transverse magnetic field when the outside medium is also electrically conducting. Governing
coupled partial differential equations with coupled boundary conditions are obtained from the
Navier-Stokes equations for conducting fluids, and Maxwells equations for electromagnetic
field through Ohms law. The equations are written in non-dimensional form as [5];

∇2V (x, y) +ReRh
∂B

∂y
(x, y) = −1

∇2B(x, y) +Rm1
∂V

∂y
(x, y) = 0

in Ωin(1)

∇2Bext(x, y) = 0 in Ωext(2)

with the no-slip condition on the pipe wall

V = 0 on ∂Ωin = Γ(3)

and continuity conditions for the induced magnetic fields

B(x, y) = Bext(x, y) , on Γ(4)
1

Rm1

∂B(x, y)

∂n
=

1

Rm2

∂Bext(x, y)

∂n′ , on Γ(5)

1
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where n and n′ are unit outward normals on Γ for the regions Ωin and Ωext, respectively. Rm1

and Rm2 are the magnetic Reynolds numbers inside the pipe and in external medium.
We assume that cross section of the pipe is square and has sufficient length. The fluid

is flowing through the pipe due to an applied constant pressure gradient ∂p
∂z

, and is viscous,
incompressible, electrically conducting. The electrical permitivity and magnetic permeability
of the fluid are assumed to be close to those of the external space. The axis of the pipe is
coincident with the z-axis, and the y-axis is parallel with the magnetic induction at infinity.
Thus, externally applied magnetic field with a constant intensity B0 is assumed to be in y-
direction. We also assume that the wall of the pipe and the outside medium are having the same
electrical conductivity and magnetic permeability since the thickness of pipe wall is assumed
to be very small (Fig 1). Although the external region is unbounded, an artificial boundary is
considered far away from the pipe in order to perform numerical calculations. It is known that
external induced magnetic field is almost zero at sufficiently far away distance from the pipe
boundary. Therefore, on the artificial boundary Γ∞, the external induced current (Bext) is taken
as either zero (homogenous Drichlet type) or free (homogenous Neumann type).

Figure 1: Problem definition

2 Mathematical Modelling
We have compared two different layer adapted meshes called Shishkin mesh and Bakhvalov
mesh. However, in order to determine the structure of these meshes, we should transform the
coupled equations to decoupled convection-diffusion typed equations as follows; Rewriting the
equations by denoting V1 = V and B1 = ReRh

M
B, where M =

√
ReRhRm1 is the Hartmann

number of the fluid, the system (1) becomes [1]

∇2V1 +M
∂B1

∂y
= −1

∇2B1 +M
∂V1

∂y
= 0.

in Ωin(6)

In order to decouple the equations, define new variables U1(x, y) and U2(x, y) as U1 = V1 +B1

and U2 = V1 −B1 which gives

∇2U1 +M
∂U1

∂y
= −1

∇2U2 −M
∂U2

∂y
= −1.

(7)
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From this form of the equations, it is said that, the problem has a boundary layer in y-
direction depending on the value of the Hartmann number M . Also it is well known that
standard numerical methods for these type of equations are unstable for the large values of
the convection coefficient and fail to give accurate results. Therefore, we should consider a
modified mesh along y-direction. In this study, we will consider two different type of layer
meshes.

a) Shishkin mesh
Shishkin mesh is a piecewise uniform mesh. Depending on the location of the boundary

layer, the domain is divided into two section. The location of the transition point is chosen in a
way that half of the discretization points are placed near the boundary which develops boundary
layer .

If we assume that the domain is [0, 1] and the boundary layer occurs at right hand side
boundary (at the point y = 1), than the location of the transition point λ is calculated as follows
[6];

λ = min(
1

2
,
1

M
lnN)(8)

where N is the total number of the division of the interval [0, 1]. Therefore, N
2

equally spaced
points are on the interval [0, 1 − λ] and the N

2
of them are again equally spaced on the interval

[1− λ, 1]. Explicitly,

yi =

{

(1− λ) 2i
N

i = 0, ..., N/2
(1− 2λ) + 2λi

N
i = N/2 + 1, ..., N.

(9)

b) Bakhvalov mesh
Bakhvalov mesh is defined as the modified version of Shishkin mesh. Similar to Shishkin

mesh, the transition point is calculated as

λ = min(
1

2
,
2

M
lnN).(10)

Again N
2

equally spaced points lie on the interval [0, 1 − λ]. However, boundary layer part of
the points are not equally spaced, they are distributed exponentially. Explicit formulation for
the location of the points is given as [6];

yi =

{

(1− λ) 2i
N

i = 0, ..., N/2

1 + 2
M

ln
(

N2−2(N−i)(N−1)
N2

)

i = N/2 + 1, ..., N.
(11)

Since, our problem is symmetric with respect to x-axis, the boundary layers exist at both
upper and lower walls of the pipe. Therefore, location of the adaptive mesh points are symmetric
also with respect to x-axis.

The difference operators for the first and second order derives are defined as usually for
non-uniform mesh. The continuity of the induced magnetic field and the relationship between
the solution inside the pipe and the solution on the external region is satisfied with the coupled
boundary conditions. An upwind discretized form is as;

Top : Bi,j = Bext
i,j =

mtyB
ext
i,j+1 +Bi,j−1

1 +mty

Bottom : Bi,j = Bext
i,j =

Bi,j+1 +mbyB
ext
i,j−1

1 +mby

Left : Bi,j = Bext
i,j =

Bi,j+1 +mlxB
ext
i,j−1

1 +mlx

Right : Bi,j = Bext
i,j =

mrxB
ext
i+1,j +Bi−1,j

1 +mrx

where mty =
Rm1(yi−yi−1)
Rm2(yi+1−yi)

,mby =
Rm1(yi+1−yi)
Rm2(yi−yi−1)

,mlx = Rm1(xi+1−xi)
Rm2(xi−xi−1)

,mrx = Rm1(xi−xi−1)
Rm2(xi+1−xi)

.
The induced magnetic field values at the corner points are assumed to be the average of the

neighbouring points.
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3 Numerical Results and Discussion
We consider a long pipe of square cross-section defined by {(x, y) : −1 ≤ x, y ≤ 1}. The
artificial boundary Γ∞ is assumed as {|x| = 3,−3 ≤ y ≤ 3

∪ |y| = 3,−3 ≤ x ≤ 3}. The pipe
region is discretized by 21 × 21 mesh points both in x and y-directions. The behaviors of
the velocity of the fluid and inside and outside induced currents (induced magnetic fields) are
visualized in terms of contour plots for very high values of magnetic Reynolds numbers Rm1,
Reynolds number Re and magnetic pressure number Rh of the fluid.

For moderate values of the Hartmann number (Rm1 = 100, Rm2 = 1, Re = 1 and
Rh = 10), there is only slight disturbance on the velocity values obtained from uniform mesh.
However, as Rm1 getting large (Rm1 = 1000), the need and effect of the stabilization are seen
more clearly especially from velocity values. Unfortunately, stabilization with Shishkin typed
mesh is not sufficient for stable solutions and Bakhvalov typed mesh is very effective compared
to others. The numerical instabilities also start to appear in the induced magnetic field values
obtained from uniform mesh (Figure 2).

Figure (3) shows equal velocity and induced current lines, respectively, for a very large value
of Reynolds number Re = 100 when Rm1 = 100, Rm2 = 1 and Rh = 10. It seen from that,
the effect of the stabilization in Bakhvalov types meshes is also seen from the induced current
contours additional to the velocity contours. The similar behaviour is also seen from Figure
(4) that displays the induced magnetic field contours for the case of Neumann type boundary
condition on the artificial boundary.
Acknowledgements This work is supported by Karadeniz Technical University by Scientific
Research Project (BAP) under Grant Number #10464.

(a) Velocity

(b) Induced currents

Figure 2: Uniform (left), Shishkin(center) and Bakhvalov(right) typed solution contours for
Rm1 = 1000, Rm2 = 1, Re = 1, Rh = 10
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(a) Velocity

(b) Induced currents

Figure 3: Uniform (left), Shishkin(center) and Bakhvalov(right) typed solution contours for
Rm1 = 100, Rm2 = 1, Re = 100, Rh = 1

Figure 4: Uniform (left), Shishkin(center) and Bakhvalov(right) typed solution contours for
Rm1 = 1000, Rm2 = 1, Re = 1, Rh = 10 and Neumann type boundary condition on the
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Abstract

The Galerkin FEM with triangular linear elements is applied for solving MHD pipe

flow equations coupled through boundary conditions on the pipe wall to the induced current

Laplace equation of the exterior electrically conducting medium. The well known MHD

characteristics as flattening velocity and boundary layer formation are observed inside the

pipe for increasing values of Reynolds and magnetic Reynolds numbers. The continua-

tion of induced currents of the fluid and external medium are maintained on the pipe wall

accordingly with the corresponding magnetic Reynolds numbers values.

1 Introduction

The electrically conducting, viscous and incompressible fluid is driven down a straight pipe of

sufficient length and of circular cross-section by a constant pressure gradient under an external

magnetic field applied perpendicular to the axis of the pipe. MHD pipe flow finds some engi-

neering and biomedical applications as MHD generators, pumps and instruments for measuring

blood pressure.

Then, the MHD equations inside the pipe Ωf located in an electrically conducting medium

Ωex are given in nondimensional form as [1]

∇2V +Re ·Rh ·
∂Bf

∂y
= −1

in Ωf

∇2Bf +Rmf
·
∂V

∂y
= 0

∇2Bex = 0 in Ωex

(1)

with the boundary conditions on the pipe wall Γ

V (x, y) = 0

Bf (x, y) = Bex(x, y)

1

Rmf

∂Bf

∂n
=

1

Rmex

∂Bex

∂n′

on Γ(2)

1
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and on the far away fictitious external boundary Γex either Bex(x, y) = 0 (insulated) or
∂Bex(x, y)

∂n
= 0

(conducting) conditions are taken (see Figure 1 for the domain of the problem). n and n′ are

unit outward normals on Γ for Ωf and Ωex regions, respectively. Equations (1) are derived from

the interaction of Navier-Stokes equations for conducting fluids with the Maxwell equations for

electromagnetic field through Ohm’s law.

Figure 1: Domain of the problem

V,Bf and Bex are the fluid velocity, induced magnetic fields of the fluid and external

medium, respectively. Re and Rh are the Reynolds number and magnetic pressure of the fluid.

Rmf and Rmex are the magnetic Reynolds numbers of the fluid and external medium, respec-

tively.

This coupled MHD problem (1)-(2) is solved by using BEM [2] for square and circular pipes

and DRBEM [3] for circular pipe with the assumption that Bex → 0 as x2 + y2 → ∞.

The Galerkin FEM application to the equations (1) with coupled boundary conditions (2),

and one of the fictitious external boundary conditions is carried with linear approximations for

V,Bf and Bex as

V =
3
∑

j=1

NjVj, Bf =
3
∑

j=1

NjB
f
j , Bex =

3
∑

j=1

NjB
ex
j(3)

where Nj’s are linear triangular shape functions, Vj, B
f
j and Bex

j are nodal values of V,Bf and

Bex.

The system of equations for one 3-nodal element ’e’ is given as
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(4)

where

Kij =
∫

Ωe

(

∂Ni

∂x

∂Nj

∂x
+

∂Ni

∂y

∂Nj

∂y

)

dΩ , Cij =
∫

Ωe

∂Ni

∂y
NjdΩ ,

Dij =
∫

Γe

∂Ni

∂n′
NjdΓ , Ti =

∫

Ωe
NidΩ

i, j = 1, 2, 3(5)

and K and D matrices refering to Bex are evaluted in the region Ωex.
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2 Numerical Results

Numerical results are obtained from the solution of final assembled global system of equations

for V f , Bf and Bex nodal values in Ωf and Ωex, respectively.

For the insulating external boundary case fluid velocity, and fluid and external medium

induced current contours are presented in Fig 2 and Fig 3 for increasing values of Rmf and for

increasing values of Rh, respectively.
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Figure 2: Solution contours for Rmf = 1 (left), Rmf = 10(center) and Rmf = 100(right) for

Re = 1, Rh = 10, Rmex = 1

As fluid Rmf increases flattening velocity is observed. Fluid becomes stagnant at the pipe

center. Boundary layers are developed. Increase in Rmf causes increase in Bf magnitude and

fluid induced current tries to close itself inside the pipe. For equal Rmf and Rmex, Bf and Bex

continue smoothly through the pipe wall.

As magnetic pressure Rh of the fluid increases both V and Bf , Bex magnitudes drop but

the continuation of Bf and Bex through the pipe wall Γ is very well observed in Fig 3.

When the fluid Rmf = 10, 50, 100 is much grater than external medium Rmex = 0.01
magnitude of Bf and correspondingly interaction through the conducting pipe wall is separated.

Fluid induced current Bf behaves as if the induced current in a conducting wall pipe. Magnitude

of Bex is decreased and small compared to Bf (Fig 4).

In Fig 5, induced magnetic field lines are presented for the case of conducting external

fictitious boundary Γex. Fluid induced current Bf again closes itself inside the pipe as Rmf

increases, external induced current Bex obeys the exit condition
∂Bex

∂n
= 0 far away the pipe,

they both continue on the pipe wall Γ.
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Figure 3: Induced current solution contours for Rh = 5 (left), Rh = 10(center) and Rh =
20(right) for Re = 1, Rmf = 10, Rmex = 1
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Figure 4: Induced current solution contours for Rmf = 10 (left), Rmf = 50(center) and

Rmf = 100(right) for Rmex = 0.01, Re = 1, Rh = 10
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Figure 5: Induced current solution contours for Rmf = 1 (left), Rmf = 10(center) and Rmf =
100(right) for Re = 10, Rh = 10, Rmex = 1
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Abstract This work contains the results of experimental research and numerical simulation of heat 
transfer of the liquid metal (LM) downward flow in rectangular duct (with a side’s ration 3/1) under 
coplanar magnetic field (MF). A temperature fields have been measured in condition of a one-sided 
and double-sided heating. The averaged fields of temperature, distributions of the wall temperatures 
and statistical characteristics of fluctuating part of the temperature have been obtained. A numerical 
simulation of hydrodynamic and heat transfer of LM flow in the conditions of the experiment has been 
performed. 
 
1. Introduction 
Liquid metals are used as a coolant for several projects of ITER Test Blanket Module [1, 2], 
essentially this is LiPb eutectic. This eutectic can be the coolant agent and neutron multiplier. 
In addition there are a lot of projects when LMs are used for cooling different parts of heat 
exchanger. For designing of new projects engineers who work in fission or fusion spheres 
should well know the laws of heat transfer of LM in magnetic field in a channel with different 
cross section. By the way rectangular ducts are widely used in applications. So that is why the 
task of investigation of the heat transfer laws of liquid metal (LM) in rectangular duct is very 
claim. 
 
2. Governing equations 
Test configuration of LM flow in a field of mass forces is shown in figure 1. Steady –state 
flow and heat transfer of mercury in vertical rectangular duct in a coplanar (a vector magnetic 
field B is directed along long side of duct cross section BBx≠0) MF. A ration a sides in duct 
cross section: a/b=56/17. The walls of duct are made from Russian stainless steel 12Х18Н10Т 
with wall thickness dw/b=2.5/17. Liquid metal flows along a gravity vector with creation of 

adverse heat - gravitational convection. 
A double width of duct d=2b took in as a 
characteristic size. There is a zone of 
hydrodynamic stabilization on a duct input 
Z0=20 d, after that there is a heating zone with a 
heat - flux density on a both sides of duct q1 and q2. 
A zone of magnetic field is coincidences with 
heating zone, with length 25 d. The duct walls are 
electrically conducting. A ratio of steel’s electrical 
conductivity to mercury electrical conductivity is 
9.8/75. 

The system of dimensionless equations consists from the conservation of the mass, 
momentum, energy and charge equations [3]. The equations in non-inductive approach 
(magnetic Reynolds number R

b

g

Z

V

Bx

q1

q2

Y

X

a

 

Figure 1. Investigated flow scheme

m <<1) are presented below. 
0=⋅∇ V  (1)

FVVV +∇
υ
ε

+⋅∇+−∇=∇⋅ ))1((
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Θ∇ε+⋅∇−=Θ∇⋅ )
Pr
Pr1(

PrRe
1)( t

t
V  (3)

)( ** BV ×∇=ψΔ  (4)
and by the Ohm’s law for the moving media 

*** BVEj ×+=  (5)
In these equations V(ux,uy,uz), j*(jx,jy,jz), B*(Bx,By,Bz), E*(Ex,Ey,Ez), ψ*, p*, F(F ,Fx y,Fz) and 
εt denote the dimensionless velocity, current density, magnetic field, and electrical field, 
electric potential, pressure, vector of source of volumetric force and turbulent viscosity. In 
presented system of equations coordinates have been related to d=2b (b – width of duct), 
velocity V has been related to average velocity, pressure p* 2 to ρV ; temperature Θ=(T-T0 0) to 
q 0 ).); B*

cd/λ, С (where T - intake temperature and q =0.5(q0 с 1+q2  to magnetic field of external 
field BB0; current density j  to a value σ V*

0B0B ; electric field поля E*=-∇ψ to V0BB0; g  to 
intensity of gravity g

*

. In momentum equation the volumetric force is equal 0

( )**
2

*
2 Re

Ha
Re

Gr
BjgF ×+Θ= q

 
(6)

The non-dimensional boundary conditions are presented below: 
⎯ on the duct input applied uniform velocity and input temperature Z = 0: Vz  = 1, Θ  =  0; 

⎯ on bottom duct wall: Vi=0, ; 

⎯ on upper duct wall: Vi=0, ; 

⎯ on all duct walls:  
This equation system is solved in a packet for numerical simulation of processes of 
hydrodynamic and heat transfer ANES20XE [4]. 
 
3. Experimental facility 
The experimental facility is mercury close – loop system (figure 2). Parameters of test facility 
are presented in table 1. The geometry of duct and test facility parameters allows performing 
the experiments by follow dimensionless numbers which determine of flow characteristics: 
Reynolds number 5000÷55000; Hartmann number up to 800; Grashof number up to 8e+8.  

 

 

Figure 2: Model of the test facility. Figure 3: A microthermocouple lever-type probe. 
 
The measurement of temperature field in a section which located on distance 20d from input 
of duct made using a microthermocouple lever-tipe probe for 2-dimensional measurement in 
LM flow (figure 3), which install on butt end of working section. A copper – constantan 
micro thermocouple with junction size 0.25 mm locates on end-on of probe. This 
thermocouple has an inaccuracy 0.2 0C. The probe coordinates determine based on detection 
device displacement with accuracy 0.03 mm. The duct wall temperature has been measured 
by probe in a moment of touch wall and further the field of flow temperature is interpolated 
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on wall. The test facility is automated with using of measuring and computing complex, 
which has been created basically on modern hardware and software envelopes. 

Table 1 – Test facility parameters 
Length of gage section, m 2.0 
Heat flux density, кW/m2 0 - 45 
Length of heated section, m 0.8 
Magnetic field, Т 0 – 1.0 
Length of electromagnet, m   0.7 
Length of uniform magnetic field, m 0.6  

 
4. Results 
The results for two character flowing scenarios are presented in this chapter: a scenario with 
slight impact of heat – gravitational convection (Re= 50000) and strong impact (Re=30 000) 
ones. All results are presented for case of one side wall heating, q =0. 2

a)
b)

Figure 4. Voltage drop (a) and current density distribution (b) in duct section. Re = 50000, Ha = 800. 
 
A representative distribution of electrical potential in duct section and vector plot of current 
density which is generated into flow of electrical conductive liquid in coplanar MF are shown 
in Figure 4. The duct walls are electro conductive in experiment. In this case a bridging of 
current happens both in short duct walls and in thin near-wall (Hartman) layer. Such 
distribution of current density on duct cross section explains a presence of decelerating forces 
near duct walls. This effect brings to deplanation of velocity profile along line of magnetic 
field, along axis X (figure 4). Also velocity profile in a plane perpendicular to the field is 
shown in figure 5. The velocity profile in case of low value of Reynolds number is non 
symmetry. This effect can be explained of influence of heat-gravitational convection – flow is 
decelerated near hot walls. Velocity profiles along axis Y are come to M – shaped form as 
Magnetic field increases. 
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Figure 5: Longitudinal velocity’s profiles in along X (а) и Y (b) axis in a section with 

coordinate Z = 20, Grq = 4.0⋅108:1) На = 0; 2) 300; 3) 500; 4) 800. 
The average nondimensional temperature’s profiles in two perpendicular planes, along axis X 
and Y are shown in figure 6. Axis with coordinates X=x/b is directed in the line of long duct 
side and parallel magnetic field. Temperature profile along axis Y (in the line of short duct 
side) is significant nonuniform with maximal gradient on heated wall. 
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Figure 6: Average nondimentional temperature profiles along axis X (а) and Y (b) in section Z=20d, 

q1/q2= 35/0 kW/m2, Re = 50000: 1) На=0; 2) 300; 3) 500; 4) 800. 
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Figure 7: Distribution of nondimentional wall temperature Θс on duct perimeter in section Z=20d, 

q1/q2 = 35/0 kW/m2, a)Re = 50000 and b) Re = 30000: 1) На = 0; 2) 300; 3) 500; 4) 800. 
 
A plot of variance nondimensional wall temperature of duct on perimeter is presented in 
figure 7a. For the comparison reciprocal variable of Nusselt numbers (1/Nu) for flat conduit 
are shown in figure 6: for developed turbulent flow which calculated using Lyon’s integral 
equation NuT=10+0.025Pe0.8 and stabilized laminar flow Nuл=8.24 in case of single side 
heating. There is a significant nonuniform in distribution of duct wall temperature in case of 
single side heating. The results of numerical simulation are also presented in this plot. There 
is a good coincidence analysis and experimental results. 
Analogical measurements have been performed for different values of Reynolds number. For 
the scenarios with Re<30000 a strong effect of heat – gravitational convection is observed. 
The experimental results for these scenario show qualitative coincidence of the average 
temperature of flow with have been described higher. But phenomena is discovered – at the 
beginning wall temperature goes up with increasing Hartmann number up to На=300, as 
might have been expected. But with a further increase the Hartmann number, wall 
temperature goes down. It’s seen that experimental dates and analysis results are different. 
This difference in results can be explain effect of developing heat – gravitational convection, 
which will be describe below and weren’t included in analysis model. The plot of variance 
nondimensional wall temperature of duct on perimeter is presented in figure 7b. 
The profiles of intensity temperature fluctuation in dust section in two perpendicular planes 
are shown in figure 8. Magnetic field drives out the turbulence. Generally, intensity of 
temperature fluctuation goes down up to zero with increasing Hartmann flow. This effect was 
observed in experiment with Reynolds number Re=50000. In case of scenario with Re=35000 
intensity of temperature fluctuations grow up with increasing Hartmann number and is higher 
in several times that level of turbulence fluctuation.  
The oscillograph traces of intensity temperature fluctuations which have been measured in 
center of duct section for different Hartmann numbers are shown in figure 9. The low-
frequency signals are registered. On traces for higher Hartmann values signal is periodical 
with pronounced peaks. A fluctuation character isn’t turbulence. This phenomenon is 
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explained by the generation of large-scale secondary vortices induced by heat – gravitational 
convection, with axes of rotation parallel to the magnetic field flow, which are carried by the 
flow and thus causing the temperature fluctuation. The temperature fluctuations can be 
growing up to 15 0C in scenario with Hartmann number Ha=800. The value of fluctuation is 
compatible with temperature drop in duct section. 
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Figure 8: Intensity of temperature 

fluctuation’s profiles along axis X (а) and Y 
(b) in section Z=20d, Re = 30000: 1) На=0; 

2) 300; 3) 500; 4) 800. 

Figure 9: The oscillograph traces of intensity 
temperature fluctuations in low core: 

a) На = 0; b) 500; c) 800. 

 
5. Conclusions 
The significant nonuniform of the temperature distribution in the duct wall section was found 
in investigated configuration of flow and heating, which increases in the magnetic field. 
Observed MHD effect associated with the occurrence of the temperature with anomalous 
amplitude. These fluctuations are the result of development of the secondary flow in large-
scale structures, which are the result of joint action for mass, electromagnetic and 
gravitational forces. 
Data on values of temperature fluctuations are practical importance for the calculation of heat 
exchange’s channels of fusion reactor. As walls temperature can change with such intensity. It 
leads to additional fatigue stresses, which can be causing of premature failure of the 
structural. 
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Abstract: The present work deals with the numerical analysis of the liquid metal 83Pb–17Li 
MHD flow which moves in a parallelepiped duct. Numerical method based on the finite 
volume is employed in simulations. The effect of different values of the magnetic field on the 
eutectic 83Pb–17Li alloy flow, heat and momentum transfer is studied for small and moderate 
values of the magnetic field strength. The estimates of the MHD flow, pressure and 
temperature have been analyzed for all duct surfaces and planes. We need to have more 
knowledge and interesting information in order to determine and control the MHD pressure 
drop encountered in the blanket fusion operating system. The distribution of pressure is very 
important in all duct walls and planes. It changes radically when axial magnetic field is 
applied. In the direction parallel to the magnetic field, the pressure gradient decreases near the 
walls and perpendicularly to the magnetic field, the pressure gradient increases.  
 
1. Introduction 
 
The controlled thermonuclear fusion is one of the main technological challenges to produce of 
the energy that will be very requested and needed for the near future. Liquid metal alloy such 
as lead lithium 83Pb-17Li is used as breeder material and coolant in advanced nuclear 
systems. It is being used to operate the blankets in fusion reactors at high temperature due to 
their higher thermal efficiency. Therefore, the lead lithium eutectic is considered to be very 
promising for the design of fusion blankets. Magnetohydrodynamic (MHD) metal liquid 
flows have been already studied by J. Hartmann [1]. Magnetic fields have several applications 
in liquid metal flows and can relaminarize the turbulent regimes in these flows. Different 
problems in liquid metal systems lie in the corrosion of their stainless steels EUROFER, 
instabilities flow, MHD pressure drop, Tritium permeation, MHD insulators, buoyancy effects 
and Heat transfer. Extensively, the properties of duct flows in the magnetic field present one 
of the basic problem in Magnetohydrodynamic because the study of MHD flows under real 
blanket conditions is still limited due to the complexity of the blanket geometry and the 
structural materials that consist mainly of martensitic and austenitic steel. Different studies 
proved that Magnetic field applied to a flowing liquid metal produces a force which alters the 
velocity field [2-5]. Numerical analyses have been conducted in previous papers [6,7] for a 
fully developed flow and unsteady vortical flows in a rectangular duct of cross section with a 
transverse magnetic field. Analytical researches of MHD flow in the magnetic field have been 
carried out [2,8]. Phenomena of MHD thermofluid of liquid-metal that are present in different 
concept blankets have been showed by N. Morley [9] and S.Smolentsev [10, 11]. The MHD 
pressure gradient for the fully developed flow in a rectangular duct is given by [12, 13]. Direct 
numerical simulations of transverse and spanwise magnetic field effects on turbulent flow 
were analyzed [14-15].  In this paper we present preliminary results on magnetohydrodynamic 
effect in a rectangular duct under vertical magnetic field at low Prandtl number. Numerical 
simulations in rectangular duct have been carried out.  The main goal of this work is to 
determine the magnetic field effect on the eutectic alloy Pb–17Li flow in laminar regime.  
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2. Formulation of flow problem 
 
The present work analyzes the influence of the magnetic field on the hydrodynamic liquid 
metal flow in a rectangular duct. We consider the steady flow of an incompressible liquid 
metal in a rectangular duct with insulating walls and with an externally applied magnetic field 
perpendicular to flow direction. The schematic of the physical and computational domain is 
shown in figure 1. The dimensions of the duct are L= 31.5mm (length), E=12mm (Width) and 
D=3mm (Height). 

 
(a)                                                           (b) 

Figure 1: Physical domain of computational duct: (a) Three-dimension mesh model used for 
numerical simulations and (b) Sketch of the cross-sectional area of the channel 

 
The working fluid is 17Li-83Pb alloy with constant density ρ, kinetimatic viscosity ν and 
electric conductivity σ. Flow moves in the x-direction with mean velocity V0= 5 cm/s at the 
inlet. Fixed temperatures are imposed on the walls of the melt duct and the inlet interface; 
viscous dissipation and Joule heating are negligibly small. The magnetic Reynolds number is 
so small that the flow field does not affect the magnetic field.17Li-83Pb eutectic was chosen 
as a good liquid because of its lowest melting temperature and its adequate stability.                   
The physical properties of lead lithium used in our simulations are calculated at melting 
temperature. The magnetic permeability η is the same everywhere and equal to the vacuum 
magnetic permeability (η=η0).  
In general, the equation set of MHD for liquid-metal flows consists of Navier–Stokes and 
Maxwell equations, which are coupled with the equations for heat and mass transport.               
For an incompressible MHD flow in a duct they consist of equations for conservation of mass, 
conservation of momentum in three directions and the equation governing the electric 
potential. The magnetic field induces an electric current, which is calculated from the electric 
potential field. This MHD system can be expressed as follow:  
                                𝜌𝜌 �𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 + (𝜕𝜕.∇)V� = −∇P + ρν∇2V + J × B            (1)                          

 
Where V, p, J, B,  and t are velocity, pressure, current density, applied magnetic field, 
electrical potential and time, respectively. The term f on the right-hand side of the momentum 
equation denotes the gravitational force. In order to characterize inertial effects in MHD 
flows, such as the onset of MHD instabilities, transition regime, and the MHD effects, there 

.V 0 , .J 0 (2)∇ = ∇ =
J / V B (3)σ ϕ= −∇ + ×

( ) ( ). . V B (4)ϕ∇ ∇ = ∇ ×

2. (5)
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are three important dimensionless parameters in MHD flows. Hartmann number 
 represents the ratio of electromagnetic to viscous forces, the hydrodynamic 

Reynolds number  gives a measure of the ratio of inertial forces to viscous forces 

and the interaction parameter number is given by . The duct aspect ratio
. Prandtl number  characterizes the importance of thermal diffusivity 

compared to molecular diffusivity where  is the thermal diffusivity.  
In this work, the cases of MHD flow in insulating rectangular duct at Re=1363, 0≤Ha≤90 
corresponding to the range of interaction parameter number 0≤N≤5 are studied. The boundary 
conditions for the present computation are given as follows: 
(1)   Velocity inlet, which corresponds to the inlet surface of LiPb eutectic, V0=5cm/s. 
(2)   Outflow, which is corresponding to the outlet surface of LiPb fluid. 
(3) Wall condition with fixed temperature, faces a and b at Ta=Tb=508K, lower and upper 
plate (Tc=623K, Th =823K). 
(4) All wall conditions are insulting σw=0, where the thickness of wall is neglected. 
The problem is solved using the finite volume package Fluent with three-dimensional double 
precision, the first order upwind discretization for convection, the SIMPLE algorithm for 
pressure-velocity coupling and the STANDARD scheme for pressure interpolation. For the 
magnetic field equations the first order upwind is used. The convergence is handled by 
monitoring residuals of continuity, momentum and energy equations. Reynolds numbers is 
fixed to Re = 1363 (based upon total duct height D). The three-dimension mesh model of the 
rectangular duct is done by Gambit software. The computational domain is discretized with 
1990656 cells, 6046272 Faces and 2065525 Nodes. 
The most substantial parameters to predict MHD flows are pressure, velocity and temperature 
under the  magnetic field effect .To simplify the analysis of eutectic flow behavior, the 
computations were performed for  laminar flow in the duct. The magnetic field is applied in 
the vertical direction (oy), it is changed in the range of  B =0, 0.5Tesla and 1Tesla ,which 
correspends to Hartmann number values of Ha=0, 40 and 90, Reynolds number characterized 
by a velocity V0=5cm/s is Re=1363. The magnetic interaction parameter N which mesures the 
ratio of electromagnetic forces to inertial forces, is deduced from the Hartmann and Reynolds 
numbers, it is equal to N=0, 1.2 and 5. 
In order to study the effect of magnetic field in different areas of the considered geometry, we 
present our results in all externe duct surfaces, namely, upper and lower plate, inlet and outlet 
surfaces and faces a and b. In addition, we show the obtained results in three middle planes 
parallel to each side, (x,y) plane, (x,z) plane and (y,z) plane. Figure 2 displays the temperature 
distribution in different sections in the cases with and without magnetic field. In the studied 
system the upper plate is hot at Th=823K whereas the lower one is relatively cold Tc=623K 
then heat is transferred from the upper to the lower plate and the whole fluid primarly by 
conduction. This heat transfer is obviousely shown in isotherms distribution. It can be seen 
that the temperature has a parabolic profile   near the inlet surface in (x,y) plane, then it 
becomes asymmetric when one moves away from the inlet. High thermal gradients are present 
near the outlet surface and between the upper and the lower plate from the duct mid-length 
until the output. Although there are no important modifications when magnetic field intensity 
increases, thermal gradient decreases near the outlet surface and the parabolic profile 
disappears before as for the case without magnetic field. In (y,z) plane, isothermes are 
concentrated near the upper plate, however in the outlet surface the temperature gradient is 
better distributed from the upper to the lower plate. The temperature profile is not 
significantly affected by the imposed vertical magnetic fields for B=1T. Figure. 3 depicts the 
evolution of isotherms in (x,z) plane for the vertical magnetic fields strength B=0T and B=1T. 

Ha BD σ ρν=

0Re V D ν=
2N Ha Re=

E D 4Γ = = Pr ν α=
α
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The distribution of temperature is important in this plane, it increases gradually along (x, z) 
plane from the inlet to the outlet surface. This temperature profile is due to the 
inhomogeneous heat transfer in the melt.  
 

 
Figure 2: Temperature distribution in different planes without and with magnetic field 

B=1Tesla 

 
Figure 3: Temperature distribution in (x,z) plane without and with a vertical magnetic field 

B=0 and B=1Tesla 
Now let us analyze the pressure field in this MHD problem (fig 4). Without magnetic field, 
the pressure is almost constant in the core of the flow and isobars are concentrated near the 
upper and lower walls, a strong pressure gradient therefore exists. The overall analysis shows 
that the pressure field is high at the inlet and decreases gradually as we approach the outlet 
when magnetic field is applied. When magnetic field of intensity B = 0.5T is imposed, isobars 
become flattened in a parallel direction to the magnetic field in (x,y) plane.  
Vertical pressure gradients (dp/dy) decreases strongly in the fluid and near the upper and the 
lower plates. In the case without the magnetic field, the pressure gradient along the X axis is 
too weak , under magnetic field effect this gradient becomes considerably important for                      
B = 1Tesla, this gradient increasing is evidently shown in figure 5.  

 
 

Figure 4: Presure distribution in the cases without and with  magnetic field (B=0.5Tesla and 
B=1Tesla) 

The magnetic field has reduced the pressure in the entire channel except at the entrance. In the 
direction parallel to the magnetic field, the pressure gradient decreases near the walls and 
perpendicularly to the magnetic field, the pressure gradient increases. As the magnetic field 
increases, the isobars become flat and straight across the channel in almost 40% of the duct 
for B = 0.5 T and in 100% of the channel for B = 1T. In (x, z) plane we note the same 
modifications as for the (x, y) plane, namely, pressure drop, decreasing vertical pressure 
gradient and increasing pressure along the X axis. In faces a and b, the pressure gradient is 
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increased along the X axis. The effect of magnetic field on pressure profiles are reported in fig 
6 which the local pressure values decreases with increase the magnetic field intensity. 
 

 
Figure 5: Evolution of pressure versus x-position at y= 1.5mm in (x,y) plane without and with  

magnetic field (B=1Tesla) 
 
 

 
 

Figure 6: Pressure profiles without and with magnetic field  
Figure 7 indicates velocity distribution in different sections with and without magnetic field. 
Parabolic velocity distribution is observed in (x,y) plane. In the case without magnetic field, 
the flow in the channel is induced by forced convection caused by the inlet velocity. The 
mean flow is maximum in the core of flow and minimal near the walls. A hydrodynamic 
boundary layer is clearly visual on the upper and lower plates and it is more concentrated in 
the upper plate. When a vertical magnetic field is imposed, the velocity profile in the channel 
crucially changes, or the velocity profiles become increasingly flat it favours the development 
“M-shaped” profile, see figure 7 for B=1T, as well as significantly changes the nature of 
metal flow. This M-shaped profile velocity observed even with insulating walls at plans 
which are parallel to B has been observed before by R.Moreau et al [2] and I. Bucenieks [3]. 
The velocity profiles under the effect of vertical magnetic field values as B = 0 Tesla, B = 0.5 
Tesla and B = 1 Tesla were plotted (fig 8) and determined at 0.01575 m in the (y, z) plan of 
the duct heigh. The obtained results show that the velocity profiles decrease relatively in 
comparison with the case reference B=0 when the magnetic field is increased. 
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                 Figure 7: Velocity magnitude distribution in (x,y) plane without  and  with a 

magnetic field (B=0.5Tesla and B=1Tesla) 

 
Figure 8: Velocity profiles for various values of magnetic field and with a magnetic field 
(B=0.5Tesla and B=1Tesla) 
 
4. Conclusion 
In the present work, numerical simulations in rectangular duct have been carried out under 
vertical magnetic field in order to provide a theoretical basis for practical applications, such as 
liquid-metal blankets of a fusion reactor. The magnetic interaction parameter is varied in the 
range of  0 to 5. Interesting effects of vertical magnetic field on mean flow and pressure have 
been observed. Pressure drop is induced with horizontal pressure gradients increasing. The 
presence of the vertical magnetic field changes decisively the velocity profile in the channel 
while it favors the formation of the so-called M-shaped velocity profile. Due  to lower 
Prendth number value of LiPb, temperature profile for different planes is not affected by the 
various magnetic field strengths B=0.5T and B=1T.  
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Abstract: In order to investigate the interface evolution between liquid metal and magnetic fluid under 
weak magnetic field, the distributions of magnetic flux and magnetic force were simulated by using the 
ANSYS software, and the experiments of interface evolution were also conducted. Both the simulation 
and experimental results suggested that interface evolution under weak magnetic field was controlled by 
the distributions of magnetic flux and magnetic force. Finally, a circuit breaker which based on the 
principle of interface evolution between liquid metal and magnetic fluid is presented. 
 
Keywords: Weak magnetic field, Magnetic fluid, Liquid metal, Binary immiscible fluids, Interface 
evolution. 
 
1. Introduction 
 
Binary immiscible fluids system is ubiquitously existed in nature. For this system, the interface evolution 
has already been utilized in many technologies due to its practical significance. For example, the interface 
evolution plays a significant role in the processes of electro-spraying[1], ink-jet printing[2] and 
surface-relief patterning[3]. Thus, how to effectively control the interface evolution becomes an important 
issue. Sugawara et al reported that the interface between water (diamagnetic) and air descends obviously 
in the presence of high magnetic field, and this is the so-called “Moses effect”[4, 5]. Similarly, the 
interface between air and saturated CuSO4 aqueous solution (paramagnetic) rises under high magnetic 
field, and this is the “Reversed Moses effect”[4]. Correspondingly, for the binary fluids system which 
consists of weak magnetic fluids, once the difference of densities of fluids is negligible, the interface 
evolution is significant under high magnetic field, and this is the “Enhanced Moses effect”[6-8]. Thus, by 
adjusting the parameters of high magnetic field, the interface evolution between binary fluids can be 
effectively controlled. However, although the interface evolution can be controlled by high magnetic field, 
the high magnetic field itself is not industrial applicable. Since weak magnetic fields are widely available, 
therefore controlling the interface evolution by weak magnetic field is much more practical. Nevertheless, 
as the magnetic force of weak magnetic fluid is always negligible under weak magnetic field, it is 
unlikely to control the motion of this fluid by weak magnetic field. On the contrary, magnetic fluid (a kind 
of colloid which is uniformly distributed with nanoscale ferromagnetic particles)[9] is 
super-paramagnetic and has extremely high saturate magnetization[10]. Thus, for the magnetic fluid, 
quite significant magnetic force can be produced by weak magnetic field. Therefore, when considering 
the binary fluids system which consists of magnetic fluid and other fluid, it is expected that the interface 
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evolution can be effectively controlled by weak magnetic field. 
In this work, the interface evolution between liquid metal and magnetic fluid under weak magnetic 

field was investigated. The distributions of magnetic flux and magnetic force were simulated by the 
ANSYS software, and the experiments of interface evolution were also conducted. Finally, a circuit 
breaker which based on the principle of interface evolution between liquid metal and magnetic fluid is 
presented 

 
2. Numerical simulations and experiments 
 
Numerical simulations were conducted by the ANSYS software. Since the magnetic field can be 
imposed either under the side of bottom of container or under the middle of bottom of container, therefore 
two simulation models are named as Side type model and Middle type model, respectively. The free 
meshing method is used for both models, and the length of mesh is 2 mm. After the boundary 
conditions are given, the distributions of magnetic flux and magnetic force are simulated.

 
Figure 1: The experimental setups, (a) Side type setup, (b) Middle type setup. 

 
The interface evolution processes were recorded by the high-speed camera. Figure 1 shows the 
experimental setups. The high-speed camera is Photron FASTCAM-APX 120K, and the speed is 500 
frames per second. The weak magnetic field is produced by a DC electromagnet. The core of 
electromagnet is electrical pure iron, the total turns of electromagnet is 5654. Besides, the resistance is 
408 Ω and the current is 0.52 A (dc). Similarly, the two setups are named as Side type setup and 
Middle type setup, respectively. The solution of magnetic fluid is engine oil, the density and saturate 
magnetization of magnetic fluid is 1320 kg/m3 and 450±50 GS, respectively. Liquid metal is GaInSn, its 
melting point is 283.5K, and the density is 6620 kg/m3. In all the experiments, both volume of the 
magnetic fluid and liquid metal are 3.6 ml. 

 
3. Results and discussion 
 
Figure 2 (a) shows the distributions of magnetic flux along the interface. For the Side type model, there 
are two peaks in the distribution of magnetic flux. The strongest peak is around the side wall, it 
corresponds to the very place where the fastest fall of the interface is. And the second peak lies at the right 
side of the strongest peak. For the Middle type model, there are two symmetrical peaks in the distribution 
of magnetic flux. Figure 2 (b) and 2 (c) shows the distributions of magnetic force. It is clear that magnetic 
force mainly concentrates on the position which corresponds to that of the DC electromagnet. Moreover, 
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magnetic fluids are subjected to significant magnetic forces under weak magnetic field. Since magnetic 
force can drive the interface evolution, therefore, the simulation results show that it is possible to induce 
interface evolution by weak magnetic field.
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Figure 2: (a) Distributions of magnetic flux along the interface. Distributions of magnetic force, (b) 

Side type model, (c) Middle type model. 

 
Figure 3: Interface evolution processes under weak magnetic field, (a) Side type setup, (b) Middle 

type setup. 
 
Figure 3 shows the interface evolution processes under weak magnetic field. For the Side type setup, 
when t = 0 s, the interface is horizontal. When t = 0.08 s, the interface at the left side descends 
significantly, and the magnetic fluid rises. When t = 0.11 s, a sharp point occurs in the interface, and 
magnetic fluid is converged at the side wall of container. Finally, when t = 0.7 s, the interface descends to 
the lowest position. Similarly, for the Middle type setup, when t = 0 s, the interface is also horizontal. 
When t = 0.10 s, the interface descends, and the maximum fall occurs in the middle of interface. Besides, 
the magnetic fluid is also converged. When t = 0.18 s, there are two symmetrical sharp points occur in the 
interface. Then the interface descends gradually. Finally, when t = 1.38 s, the magnetic fluid was attracted 
to the bottom of the container, and the liquid metal is driven away to both sides of the container.  
For the side type setup, when t = 0.08 s, the magnetic fluid rises. This is because that magnetic force 
is exerted on the magnetic fluid. When t = 0.11 s, a sharp point occurs in the interface. And the position 
of the sharp points is identical to that of the peak of simulated magnetic flux. Then the interface descends 
gradually. Finally, when t = 0.7 s, the interface descends to lowest position, and the liquid metal is entirely 
detached from the side wall of the container. Besides, by comparing the distribution of magnetic force and 
the interface evolution process, it also shows that the trend of interface evolution is in a good agreement 
with the distribution of magnetic force.  

Similarly, for the Middle type setup, when t = 0.10 s, magnetic fluid is converged in the middle of the 
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container. When t = 0.18 s, there are two symmetrical sharp points occur in the interface. The positions of 
the sharp points are also identical to that of the peaks of simulated magnetic flux. Then the interface 
descends gradually. Finally, when t = 1.38 s, the magnetic fluid is attracted to the bottom of the container, 
and the liquid metal is driven away to both sides of the container. Again, by comparing the distribution of 
magnetic force and the interface evolution process, it also shows that the trend of interface evolution is in 
a good agreement with the distribution of magnetic force.  

By analyzing the simulation and experimental results, it is clear that significant interface evolution can 
be induced under weak magnetic field. And the distributions of magnetic flux and magnetic force play 
critical roles in deciding the interface evolution. Therefore, by adjusting the parameters of weak 
magnetic field, it is possible to effectively control the interface evolution between liquid metal and 
magnetic fluid. 

 
4. Design of binary fluids circuit breaker 

 

 
Figure 4. Principle of the binary fluids circuit breaker, (a) The state of interface when the circuit is 

normal, (b) The state of interface when fault current occurs. 
 
Based upon the above results, a circuit breaker which consists of liquid metal and magnetic fluid is 
presented [11]. Figure 4 shows the principle of this circuit breaker. When the circuit is normal, the liquid 
metal is connected with electrodes. When fault current occurs, the magnetic field generator will be 
activated and produce magnetic field immediately. Therefore, it can attract magnetic fluid and driven 
away the liquid metal. Finally, the liquid metal is totally detached from the electrode, thus cut off the fault 
current. It should be noted that since the parameters of magnetic fluid can be adjusted, therefore, various 
binary fluid systems can be form by magnetic fluid and other fluid. In principle, all the interface evolution 
of these fluid systems can be effectively controlled by weak magnetic field. 

 
5. Conclusions 
 
The interface evolution between magnetic fluid and liquid metal under weak magnetic field was 
investigated. Simulation results show that magnetic flux has peak values, and magnetic fluid is subjected 
to significant magnetic force under weak magnetic field. Experimental results show that interface 
descends significantly under weak magnetic field. Moreover, sharp points occur during the interface 
evolution, and the positions of sharp point corresponded to that of the peak magnetic flux. Furthermore, 
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the trends of interface evolution are in good agreement with the distribution of magnetic force. These 
results suggest that the interface evolution under weak magnetic field is decided by the distributions of 
magnetic flux and magnetic force. Thus, the interface evolution between magnetic fluid and liquid metal 
can be effectively controlled by adjusting the parameters of magnetic field. Finally, a circuit breaker 
which based on the principle of interface evolution between liquid metal and magnetic fluid is presented. 
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Abstract: MHD characteristics of TBM elements in magnetic field up to 1T were studied 
experimentally in NaK loop at temperature around 60°C: round pipe in transverse non-
uniform magnetic field and a mock-up of TBM inlet manifold including inlet pipe, inlet 
collector and two rows of parallel poloidal (vertical) ducts with electrical heater between them 
to simulate ceramic element. MHD pressure drop and flow rate distribution were compared 
with engineering correlations. 
 
1. Experiment description 
 
MHD characteristics of Test Blanket Module (TBM) elements in high magnetic field (up to 
1T) were studied experimentally as part of R&D program in support of Indian TBM concept 
to be tested in International Thermonuclear Experimental Reactor (ITER) [1, 2]. The TBM 
uses ceramic breeder and eutectic lead-lithium (LL) alloy as tritium breeders and helium and 
LL as coolants. Helium removes heat from the TBM first wall and structure elements, while 
LL flowing in a number of poloidal rectangular ducts removes heat generated in ceramic 
elements placed between these ducts. 

MHD tests were performed in NaK loop at temperature around 60°C in magnetic field 
up to 1T on two mock-ups: round pipe in transverse non-uniform magnetic field and a mock-
up of TBM inlet manifold. 

A round pipe 1700 mm long with the outer radius r0 = 15.1 mm, inner radius ri = L = 
9.75 mm, wall thickness 5.35 mm (SS) was placed in non-uniform magnetic field with 
characteristic lengths x0/ri = 18 and 32, where x0 is non-uniform magnetic field region half 
length. To get x0/ri = 32 at one end of the magnet specially profiled pole pieces were used. For 
TBM tests in ITER this characteristic dimension x0/ri will be around 60. 
TBM inlet manifold included inlet pipe, inlet collector and two rows of parallel poloidal 
(vertical) ducts with electrical heater between them to simulate ceramic element (Fig. 1). Its 
outer dimension along the magnetic field lines was 105 mm with 3 mm wall thickness. 
Region of uniform magnetic field had 470 mm height including 48 mm of inlet collector (with 
3 mm bottom plate). The first poloidal duct (close to the inlet pipe) had two sub ducts of 
rectangular cross section 12×48 mm, the second one – three sub ducts 12×31 mm, inlet pipe 
inner diameter is 28 mm (wall thickness 3 mm). 

Test parameters based on the corresponding characteristic length and B=1 T were: for 
round pipe – Ha≤385, N=Ha2/Re≤46; for inlet manifold – Ha≤860, N≤ 325 as compared to 
those of TBM: Ha=2100, N≤115. Automatic data measuring system was used with pressure 
(pressure difference) sensors and wall potential sensors. 

There was no electrical insulation on the duct and round pipe walls to simulate the 
possible first stage of TBM tests in ITER without electrical barriers. 

 
2. Results and discussion 
 
Experiments for the round pipe in a fringing magnetic field were conducted in 2011 and 
reported at the Russian Conference on Magnetohydrodynamics, Perm, 2012. Previous 
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experimental results [3] for round and rectangular ducts were for x0/L ≤ 15. Later on, the 
results for round pipe with x0/L ≈ 27 were also published [4]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: TBM manifold mock-up (a) and its placement in a magnetic field (b). 
 

The measured magnetic field and pressure distribution are shown in Fig. 2 (magnet was 
moved in vertical direction while round mock-up was fixed to get more measuring points). 

Pressure was measured with strain gage transducers (maximum pressure 0.6 МPa, main 
error 0.5% from measured pressure). Comparison of experimental data for non-dimensional 
pressure drop with theoretical ones (solid lines) is presented in Fig. 3 as a function of 
interaction parameter N= Ha2/Re for three zones of magnetic field distribution (Fig. 2): 1 – 
region of non-uniform magnetic field with x0/ri = 32; 2 – region of close to uniform magnetic 
field; 3 - region of non-uniform magnetic field with x0/ri = 18. Well known correlations (see 
[3] for example) were used: 
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=  σ, σw – liquid metal and duct wall electrical conductivities, 

V0 – mean flow rate velocity, B0 = 0.91 T – mean value in uniform field region, 0BBB = – 
dimensionless magnetic field. 

Having in mind the error of experimental data shown in Fig. 3, it may be concluded that 
under experimental conditions they are close and slightly higher than theoretical ones. 3-D 
effects in non-uniform field zones (1 and 3) are not large, so correlation (1) may be used for 
engineering estimation of MHD pressure drop in non-uniform magnetic field with x0/ri ≥ 18. 
The same conclusion for x0/ri ≈27 is made also in [4]. 

For the mock-up of TBM inlet manifold pressure distribution along the flow path 
obtained with pressure sensors is shown in Fig. 4 for flow rate 8 m3/h, B=1 T, Ha=860 (for 
inlet pipe). More or less linear pressure distribution along the sub ducts may be seen. Inlet 
pipe is completely in magnetic field fringing zone just from the collector. 

Non-dimensional MHD pressure drop in inlet manifold obtained with differential 
pressure sensors (between points 1 and 2 in Fig. 1) versus inlet pipe interaction parameter is 
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shown in Fig. 5 for all sub ducts. Pressure drop is normalized with , where V2/2
0V⋅ρ 0 is inlet 

pipe mean flow velocity. Experimental error is not more than 6% as a rule. 
 

 
Figure 2: Magnetic field and pressure 
distribution over the pipe. 1 – pressure 

distribution along the duct (experimental points 
and approximation curve); 2 – linear 

dependence of pressure in close to uniform 
magnetic field zone (zone 2); 3 – magnetic field 

distribution 

Figure 3: Non-dimensional pressure drop in 
zones 1-3 as a function of the interaction parameter 

(Hamax = 385). 
 

 
Pressure drop in part of the inlet pipe from point 1 to collector outer wall accounts for 

around 37.5% of pressure drop in manifold. Two curves corresponding to approximate 
theoretical predictions [5, 6] are shown for comparison: 

- for transition from circular pipe to collector plus from collector to ducts  
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where Lcol – collector half width in magnetic field direction (52.5 mm), Vcol – collector mean 
flow velocity 
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, Q – flow rate, Hcol – collector height (45 mm), k – parameter of 

geometry complexity (for TBM design optimization we used k=1.5). Experimental data 
correspond to the following empirical correlation: 
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Figure 4: Pressure distribution along the flow 

path. 
Figure 5: Non-dimensional MHD 

pressure drop in inlet manifold versus 
interaction parameter for different sub ducts. 
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Distribution of potential difference between side walls over ducts width (magnetic field 
direction) is shown in Fig. 6. Averaged over duct height liquid metal velocity obtained from 
circuit theory with known potential distribution and calculated electrical resistances of liquid 
metal and outer walls is also presented in Fig. 6. Integration of velocity distribution over sub 
ducts cross section gives flow rate in sub ducts (Table 1), sum of these flow rates differs from 
total flow rate measured with electromagnetic flow meter (EFM) less than 3%. 
 

 
Figure 6: Potential and average over duct height velocity distribution in two sub ducts (sub 

ducts numeration from left to right – 11, 12) and three sub ducts (21, 22, 23) 
 
As may be seen from Table 1 flow rate in sub duct 11 is larger than in sub duct 12 and that in 
sub duct 22 is larger than in sub ducts 21 and 23 for all total flow rates. There are two reasons 
for this phenomenon: different effective thickness of inner Hartman walls (all outer walls and 
sub ducts partitions were 3 mm) and influence of inlet pipe. Sub ducts 11 and 12 are 
symmetrical with respect to inner Hartmann wall, and flow rate increase in sub duct 11 may 
be explained exclusively by inlet pipe asymmetry with regard to channel 1 center line (inlet 
pipe is just opposite sub duct 11). This flow rates asymmetry is decreasing with interaction 
parameter increasing from 17.3% at N≈12 up to 15.2 % at N≈310.  

Practically equal flow rates in sub ducts 21 and 23 reveal small influence of inlet pipe 
asymmetry on these ducts. At the same time sub ducts 21 and 23 are symmetrical with respect 
to Hartmann wall effective thickness and differ in that to sub duct 22. For sub duct 21 
thickness of left Hartman wall is 3 mm, while effective thickness of right Hartman wall may 
be estimated as 1.5 mm, while for sub duct 22 effective thickness of both Hartman walls is 1.5 
mm. Let’s compare MHD pressure drop in sub ducts 21 and 22 using the following 
correlation [3]: 
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hw
σ , swσ  – electrical conductivity of Hartman and 

side walls; ,  – thickness of Hartman and side walls;  –sub ducts half width; hwt swt a β  – ratio 
of sub duct half thickness to half width; L – sub duct length. 

The ratio of MHD pressure drop in sub ducts 21 and 22 is the ratio of kp: Δp21/Δp22 = 
kp21/ kp22 = =1.3, and one may expect mean flow velocity (volume flow rate) in sub duct 22 
higher by the same value in comparison to sub duct 21. 

According to experiment (Table 1) Q22/Q21=1.1-1.12, i.e. slightly less, and this is 
explained by multichannel effect between sub ducts 22 and 21.  
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Table 1 .Flow rate in mock-up and sub ducts, m3/h 
 

CHANNEL-1 CHANNEL-2 T
otal 
flow 
rate 

(EMF) 

S
ub duct 

11 

S
ub duct 

12 

S
ub duct 

21 

S
ub duct 

22 

S
ub duct 

23 

Total 
flow rate in 
sub ducts 

and 
deviation 

from EMF 
8

.0 
2.

70 
2.

27 
1.

03 
1.

15 
1.

02 
8.16 

(2%) 
6

.29 
2.

12 
1.

79 
0.

80 
0.

89 
0.

79 
6.39 

(1.6%) 
4

.3 
1.

45 
1.

23 
0.

54 
0.

61 
0.

54 
4.37 

(1.6%) 
2

.3 
0.

77  
0.

66 
0.

29 
0.

33 
0.

29 
2.33 

(1.3%) 
0

.31 
0.

092 
0.

079 
0.

042 
0.

046 
0.

043 
0.30 

(3%) 
 
3. Conclusion 
 
MHD pressure drop for the round electro-conducting pipe in a fringing magnetic field with 
normalized decay length larger, at least x0/ri=18 may be estimated with the use of engineering 
correlations for fully developed flow and local magnetic field values. 

For the mock-up of TBM inlet manifold with electro-conducting walls engineering 
correlations for pressure drop were derived. It was shown that influence of manifold on flow 
rate distribution between poloidal subducts is decreasing with parameter N increasing and for 
TBM conditions will be less than 5-7%. Different thickness of Hartmann walls in subducts 
will cause some nonuniformity in flow rate distribution between parallel sub ducts. 
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MODELLING OF THE HARTMANN LAYERS BY EFFECTIVE  
CORE BOUNDARY CONDITIONS  

 
 

PRIEDE J. 
Applied Mathematics Research Centre, Coventry University, UK 
E-mail: j.priede@coventry.ac.uk  

 
 
Resolution of thin Hartmann layers, which form in the liquid metal flows at the walls crossed 
by high magnetic field, is a serious challenge for numerical simulation of such flows. Since 
the structure of Hartmann layer is very simple, there have been numerous attempts to 
eliminate Hartmann layers by either some kind of averaging procedure or using near-wall-
type boundary conditions as in turbulent flows. The first approach works well only for the 
flows which are nearly uniform along the magnetic field. On the other hand, the derivation 
and application of near-wall-type boundary conditions is rather questionable. 
I will present an alternative approach to the modelling of the Hartmann layer based on the 
singular asymptotic expansion techniques in combination with numerical solution for the core 
flow including the parallel layers. This approach results in a certain reduction of the 
governing equations which then needs to be compensated by the so-called core boundary 
conditions. First, such conditions are obtained for a rectangular duct flow in terms of the 
induced magnetic field. These conditions are then applied to various combinations of 
electrical conductivities of the walls that are either parallel or perpendicular to the field. As 
the field strength increases, the model results are shown to approach the exact solutions 
including the side layer for all combinations of wall conductivities. Second, alternative 
conditions are obtained in terms of the electric potential and also tested on the duct flow. The 
latter model is not only more general but also produces more accurate results at lower 
magnetic fields. 
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THE FRENCH FACILITY FOR HIGH MAGNETIC FIELDS 
 
 

DEBRAY F., BEAUGNON E. 
LNCMI CNRS Grenoble University, France 
Email: francois.debray@lncmi.cnrs.fr  

 
 
Abstract: The LNCMI (Laboratoire National des Champs Magnétiques Intenses) is part of 
the EMFL (European Magnetic Field Laboratory), together with the Nijmegen and the 
Dresden high magnetic field laboratories.The LNCMI provides to researchers magnetic fields 
up to 35 T in a 34 mm room temperature bore in a continuous mode at the Grenoble site and 
up to 80 T in a pulsed mode at the Toulouse site. Magnetic fields as well as related 
instrumentation are available in different bore sizes. 

These last years, high field magnets have been used for diamagnetic levitation 
experiments (water in a 50 mm bore) and Hydrogen in a 170 mm warm bore diameter within 
a collaboration with the CNES and the CEA. 

A new activity concerning metallurgy under high magnetic fields is rising including 
the development of dedicated high temperature furnaces. 

For the design of the high field magnets, the LNCMI uses the polyhelix technology 
that is particulary suitable for high gradient magnets. The possibilities offer by such a 
technology will be presented to open discussion with potential users. 
 
 

 
 

Figure: Top view of a 35 T high field magnet at LNCMI – Grenoble. 
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MOTION OF AN INSULATING SOLID PARTICLE NEAR A PLANE

BOUNDARY UNDER THE ACTION OF UNIFORM AMBIENT

ELECTRIC AND MAGNETIC FIELDS

SELLIER A.
LadHyX. Ecole polytechnique, 91128 Palaiseau Cedex, FRANCE
e-mail: sellier@ladhyx.polytechnique.fr

Abstract: This work presents a boundary approach to accurately compute at a reason-
able cpu time cost the rigid-body motion of a solid and insulating particle immersed above
a plane wall in a conducting liquid subject to ambient uniform electric and magnetic fields.
Both insulating or perfectly conducting walls are addressed and the advocated formulation
holds for arbitrary-shaped and arbitrary-located particles. It reduces to the determina-
tion of a few surface quantities on the particle boundary by numerically inverting seven
boundary-integral equations.

1. Introduction

It is known, both theoretically [1] and experimentally [2], that an insulating solid particle
suspended in a Newtonian and conducting liquid with uniform viscosity µ and conductivity
σ > 0 migrates when subject to uniform ambient electric and magnetic fields E and B. The
particle rigid-body motion has translational velocity U (the velocity of one point attached
to the particle) and angular velocity Ω depending upon (σ, µ), the particle’s geometry and
the fields E and B. For example, an insulating sphere with radius a translates without
rotating at the velocity U = −a2σ[E∧B]/(6µ) (see [1]) whereas non-spherical insulating
particles in general both rotate and translate [3,4].

In applications the liquid is however bounded and the particle’s motion prevailing in
an unbounded liquid domain might be strongly affected by the particle-boundary inter-
actions. Such interactions have been investigated in the literature [5-7] by addressing the
case of a particle located near a plane, solid and motionless wall Σ and distinguishing two
different cases: the Case 1 of an insulating plane wall Σ in which the applied uniform
electric field E is parallel to the wall and the Case 2 of an perfectly conducting plane wall
Σ in which the uniform electric field E is normal to the wall. Case 1 has been handled in
[7] but solely for a distant and spherical insulating particle while [5] copes only with Case
2 for a conducting or insulating and arbitrarily-located sphere. Finally, [6] deals with a
non-spherical conducting particle in Case 2 by appealing to a boundary approach which
has in practice been implemented solely when both vectors E are B are normal to the
wall Σ. The present work proposes to solve the problem for an insulating particle with
arbitrary shape and location in both Case 1 and Case 2 by exploiting a new and efficient
flow decomposition.

2. Assumptions and governing electric and hydrodynamic problems

As sketched in fig 1, we consider a solid conducting particle P freely suspended in a
Newtonian liquid metal, of uniform viscosity µ and conductivity σ > 0, above the x3 = 0
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plane and solid wall Σ. The particle has center of volume O′ and smooth boundary S with
unit normal n directed into the liquid domain Ω.

S

O

Ω
σ, µ

x1

P

x3

E

B

Σ(x3 = 0)

n

O′

Figure 1: A solid and insulating particle freely suspended in a Newtonian liquid metal in
the vicinity of the x3 = 0 solid plane and motionless wall Σ. Here, the wall is perfectly

conducting (Case 2) with the applied electric field E parallel with e3.

Under uniform ambient electric and magnetic fields E and B a liquid flow driven by
the Lorentz body-force takes place and induces, by viscosity, a rigid-body migration of
the particle P. With respect to a Cartesian system (O, x1, x2, x3) attached to the wall,
such a so-called electro-magneto-phoretic motion is described by the particle translational
velocity U (here the velocity of its point O′) and angular velocity Ω. This works presents
a boundary approach to determine the particle motion (U,Ω) whatever the particle shape
and location for two quite different types of walls:

(i) Case 1: an insulating wall with a uniform applied electric field E parallel with the
wall Σ.

(ii) Case 2: a perfectly conductting wall with, as illustrated in fig 1, a uniform applied
electric field E normal to the wall Σ.

Note that [7] solely deals with Case 1 for a distant and spherical particle whereas [6]
solely considers the Case 2 for a particle with arbitrary shape and location.

The insulating particle affects the ambient electric field and the disturbed electric field
reads E −∇φ in the liquid domain Ω. The function φ satisfies the well-posed problem

∇
2φ = 0 in Ω, ∇φ → 0 as r = |OM| → ∞, (1)

∇φ.n = E.n on S, ∇φ.e3 = 0 on Σ in Case 1, φ = 0 on Σ in Case 2. (2)

Here, (1)-(2) is efficiently solved by using for each Case i the following integral represen-
tation

φ(x) =
1

4π

∫

S
q(y){

1

|x− y|
− (−1)i 1

|x − y′
|

}dS(y) for x in Ω (3)

where y′ designates the symmetric of the point y with respect to the wall Σ and the
unknown surface charge density q on the particle surface S is obtained by enforcing the
condition ∇φ.n = E.n on S (which results in a boundary-integral equation given in §3).

As previously mentioned, the liquid flows with pressure Q and velocity u with magni-
tude V > 0. The particle length scale a is such that the flow Reynolds number Re = ρV a/µ
vanishes. Assuming also vanishing Hartmann and magnetic Reynolds numbers, the mag-
netic field B is not disturbed and (u, Q) becomes a quasi-steady Stokes flow driven by
the non-uniform Lorentz body force f = σ(E − ∇φ) ∧ B. Setting Q = P + σ(E ∧ B).x,
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one arrives at the following key problem for the flow (u, P )

∇.u = 0 and µ∇2u = ∇P + σ∇φ ∧B in Ω, (4)

u = U + Ω ∧O′M on S, u = 0 on Σ, (u, P ) → (0, 0) as |x| → ∞. (5)

The particle rigid-body motion (U,Ω) occurring in (5) has to be determined by enforcing
additional relations. For a particle with negligible inertia those conditions are obtained
by requiring the particle to be force-free and torque-free. If the flow (u, P ) has stress
tensor σ one then arrives at, recalling that O′ is the particle center of volume and setting
x′ = O′M,

F :=
∫

S
σ.ndS = σVP(E ∧B), C :=

∫

S
x′

∧ σ.ndS = 0 (6)

where VP designates the particle volume. At a very first glance, one has to solve (4)-(6) in
order to gain the desired particle migration (U,Ω). The next sections show how one can
actually circumvent the determination of the flow (u, P ) by resorting to a suitable bound-
ary formulation which finally reduces to the determination of a few surface quantities on
the particle surface S!

3. Flow decomposition and key boundary-integral equations

By linearity, it is useful to adopt the following decompositions u = uh + w + v and
P = ph +p such that the flow (uh, ph) obeys (4)-(5) for σ = 0 while the other flows satisfy

∇.w = 0 and µ∇2w = σ∇φ ∧ B in Ω,w → 0 as |x| → ∞, (7)

∇.v = 0 and µ∇2v = ∇p in Ω, (8)

v = −w on S, v = −w on Σ, (v, p) → (0, 0) as |x| → ∞. (9)

The flow (uh, ph) exerts on the moving particle a force Fh and a torque Ch (with respect to

O′) which are obtained by introducing six auxiliary Stokes flows (u
(i)
L , p

(i)
L ) (for i = 1, 2, 3

and L = t, r) free from body force, quiescent far from P and obeying the specific boundary
conditions

u
(i)
L = 0 on Σ, u

(i)
t = ei on S, u(i)

r = ei ∧ x′ on S. (10)

Upon introducing the surface tractions f
(i)
L exerted on S by the flows (u

(i)
L , p

(i)
L ) and the

second-rank tensors K,W,V and D with Cartesian components

Kij = −[
∫

S
ej .f

(i)
t dS]/µ, Wij = −[

∫

S
(ej ∧ x′).f (i)

r dS]/µ, (11)

Vij = −[
∫

S
(ej ∧ x′).f

(i)
t dS]/µ, Dij = −[

∫

S
ej .f

(i)
r dS]/µ (12)

one immediately gets the relations

Fh = −µ{K.U + V.Ω}, Ch = −µ{D.U + W.Ω}. (13)

The flow w has zero pressure and stress tensor σ
w

whereas the flow (v, p) has stress tensor
σ

v
. Such flows exert on the particle forces and torques (with respect to O′) given by

F
w

=
∫

S
σ

w
.ndS, C

w
=

∫

S
x′

∧ σ
w
.ndS, F

v
=

∫

S
σ

v
.ndS, C

v
=

∫

S
x′

∧ σ
v
.ndS. (14)
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Accordingly, the relations (6) become the well-posed linear system

K.U + V.Ω = {F
w

+ F
v
− σVP(E ∧ B)}/µ, D.U + W.Ω = {C

w
+ C

v
}/µ (15)

for the unknown particle rigid-body motion (U,Ω). This system is shown in this paper to
be entirely determined from the knowledge of a very few surface quantities on the particle
boundary S : the previously-introduced (see §2) surface charge density q and the tractions

f
(i)
L . Such quantities are found to obey the following boundary-integral equations

q(x)

2
+

1

4π

∫

S
{

x − y

|x − y|3
− (−1)i x − y′

|x − y′
|
3
}.n(x)q(y)dS(y) = −[E.n](x) for x on S, (16)

−

1

8πµ

∫

S
Gjk(x,y)[f

(i)
L .ek](y)dS(y) = [u

(i)
L .ej ](x) for x on S (17)

where in (17) summation over indices k holds and Gjk(x,y) denotes the Cartesian com-
ponent of the so-called Green tensor analytically obtained in [8].

4. Relevant analytical solution for w and use of the reciprocal identity

As the reader may check using the representation (3), one solution to (7) is

w(x) =
σ

8πµ

[
∫

S
q(y){

x − y

|x− y|
− (−1)i x − y′

|x − y′
|

}dS(y)
]

∧B for x in Ω ∪ S ∪ Σ. (18)

The associated surface traction σ
w
.n on the particle surface S then reads

[σ
w
.n](x) = −

σ

8π

∫

S
q(y)

[

(x − y).n(x)(x − y) ∧ B + n(x).[(x − y) ∧B](x − y)

|x − y|3

−(−1)i (x − y′).n(x)(x − y′) ∧B + n(x).[(x − y′) ∧ B](x − y′)

|x − y′
|
3

]

dS(y). (19)

Thus, one can evaluate the required force F
w

and torque C
w

from the knowledge of q.
Furthermore, (v, p) and the flow (u

(i)
L , p

(i)
L ) with stress tensor σ

(i)
L are Stokes flows free from

body force and quiescent far from the particle. Therefore, the usual reciprocal identity
[9] applies and yields

∫

S∪Σ

v.σ
(i)
L .ndS =

∫

S∪Σ

u
(i)
L .σ

v
.ndS. (20)

From the definition (14), the property (20) and the boundary conditions (9)-(10) one then
gets the key relations

F
v
.ei = −

∫

S
w.f

(i)
t dS −

∫

Σ

w.σ
(i)
t .e3dS, C

v
.ei = −

∫

S
w.f (i)

r dS −

∫

Σ

w.σ(i)
r .e3dS. (21)

By virtue of (18), the velocity w required on the boundaries S and Σ when applying the
above links (14) is gained from the charge density q on the particle surface S. Finally,

inspecting (21) shows that one also needs to compute each stress tensors σ
(i)
L on the plane

wall Σ. Again, this is achieved from the knowledge of the traction f
(i)
L on the surface S,

using this time the key integral representation

el.σ
(i)
L (x).ek =

1

8π

∫

S
Tlkj(x,y)[f

(i)
L .ek](y)dS(y) for x in Ω ∪ Σ (22)
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where the components Tlkj are available in closed analytical form in [10]. Those results
are too long to be reproduced here. In exploiting (21) one then makes use of (22) on the
wall Σ.

5. Concluding remarks

Owing to a suitable flow decomposition, it has been possible to reduce the determination
of the particle rigid-body motion by solely appealing to a few surface quantities on the
particle boundary: the charge density and the tractions exerted there when the particle
either translates or rotates in absence of ambient electric and magnetic fields. The re-
sulting boundary approach, valid whatever the particle shape and location, ends up with
seven boundary-integral equations governing those key quantities. Such integral equations
must be numerically solved in general or asymptotically inverted for a distant particle.
Both circumstances will be addressed at the oral presentation which will report numerical
results for spherical and non-spherical insulating particles and differents types (Case 1
and Case 2) of walls.
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Abstract: High DC magnetic field levitation for a noncontact liquid material properties 
measurements are investigated in detail using the numerical modeling techniques and 
comparing to the experimental observations of levitated water droplets, NaCl solution and 
ethanol. The shapes of droplets are compared using high frequency video recording and the 
corresponding numerically generated free surface images following the time evolution. By 
adding even a weak electrical conductivity to the liquid properties, the surface waves are 
damped considerably in the presence of the high magnetic field.  
 
1. Introduction 
High DC magnetic field levitation, using para- and dia-magnetic properties of the materials, 
can be used for advanced material research without the drawbacks related to the intense 
recirculating turbulent flow vortices appearing when the AC magnetic field is used for 
levitation. In practice a small vibration of the droplet center of mass position remains even in 
carefully conducted experiments [1]. Frequency measurements using the oscillating drop 
technique have been conducted for small size water droplets by Beaugnon et al. [2], and more 
recently by Hill & Eaves [1], in which a derivation of the frequency modifications due to the 
magnetic field are made and compared with the experimental results. The experimental results 
are replicated with the numerical simulations [3] accounting for the dynamic free surface 
change, internal flow and the centre of mass motion within the magnetic field from a magnet 
model. By adding an electrical conductivity to the liquid properties in the presence of the high 
magnetic field, the surface waves are either damped or their oscillation frequencies are shifted 
relative to the Rayleigh self-oscillation modes [4]. The numerical predictions for larger size 
liquid droplets show that the droplet centre of mass continues the oscillating motion without a 
significant damping [3]. This means that the magneto-gravitational potential, which for a 
static levitation would be constant along the droplet surface, experiences a similar oscillation 
as the free surface is moving across the potential isolines. The effect is more important for 
large size liquid droplets due to interaction of the surface wave modes and the magnetic force 
modulation. 

These two effects are investigated in detail using the numerical modeling techniques 
and comparing to the experimental observations of levitated water droplets, NaCl solution and 
ethanol. The shapes of droplets are compared using high frequency video recording and the 
corresponding numerically generated images following the time evolution of the free surface. 
 
2. Experimental procedures 
The experiments were conducted at the Grenoble ‘Laboratoire National des Champs 
Magnétiques Intenses’ (LNCMI) on the vertical large bore magnet capable to reach 24 T in 
the centre position. The diamagnetic levitation is possible at the upper part of the magnet 
where the negative gradient of the magnetic field counteracts the gravitational force on the 
diamagnetic material droplet. The schematic view of the magnet, as generated from the 
numerical model used in this paper, is shown in the Figure 1. The magnet consists of several 
coil blocks carrying specially adjusted currents to ensure the required distribution of the 
magnetic field along the axis (the measured values are shown in the Figure 1). The computed 
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result, using the finite current element discretization and the Biot-Savart law, is shown for 
comparison in the same Figure 1. 
A syringe connected via a plastic tube to a needle is used to inject a measured amount of 
diamagnetic liquid in the levitating zone of the magnet after the careful adjustment of the 
magnetic field intensity in order to obtain the magnetic ‘trap’ conditions. These adjustments 
need to be corrected for different material liquids and sizes of the levitated droplets. The 
experimental observations of levitated desalinated water, sodium chloride (NaCl) 20% water 
solution and pure ethanol droplets. The shapes of droplets are compared using high frequency 
video recordings from two cameras: at the side and top position of the droplet.  

   
Figure 1: LNCMI (Grenoble) magnet numerical model representation used for DC magnetic 
levitation and the magnetic field measured and computed properties along the central axis. 

 
3. The mathematical model and results 
The mathematical basis of the present model is the time-dependent Navier-Stokes and 
continuity equations for an incompressible fluid [3]. The numerical solution of the problem is 
obtained using the pseudo-spectral collocation method, employing the continuous co-ordinate 
transformation for the shape tracking. The time-dependent fluid flow problem is set with 
appropriate boundary conditions: at the free surface of the liquid the normal hydrodynamic 
stress is compensated by the surface tension. The free surface position moves as determined 
by the force balance and the kinematic conditions. 
The EM effects are computed at each new time step using the finite current element 
discretization and the Biot-Savart law. This means that the magneto-gravitational potential on 
the surface ( )sU R , defined by 

2
0/ ((  ) 2 v )gz Bρ χ μ−∇ U= ∇ ,                                                           (1) 

experiences similar oscillation as the free surface is moving across the potential isolines. The 
effect is more important for large size liquid droplets leading to interaction of the surface 
wave modes and the magnetic force modulation. The position of the potential minimum 
determines the location of the magnetic ‘trap’ as seen in the Figure 2 for the stable and 
unstable levitation. 

The numerical simulation was initiated by positioning the droplet in the stable 
magnetic potential minimum and perturbing the surface using the first 7 normal mode 
superposition of a small amplitude 0.01R0, where R0 is the unperturbed spherical radius. The 
total perturbation is adjusted by the mode n=0 to preserve the volume of the initial sphere and 
to comply with the analytical Rayleigh normal mode frequencies (as will be shown in the 
Figure 6). The animated views of the computed droplet oscillations closely resemble those 
observed in the experiment, as can be seen from the instantaneous views in the Figures 3 and 
4. The levitated ethanol droplet of 2 cm in diameter gives the most stable oscillations. The 
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water droplet often is subject to relatively wild response to small perturbations, particularly 
when increasing the size to 3 cm. 

When the salt solution was levitated, it was quite evident that the overall stability of 
the weakly electrically conducting droplet is improved, giving more smooth response to 
perturbations and a faster damping. This was particularly evident for the larger 3 cm size 
droplets. Figure 5 shows the computed oscillations of the free surface Rt at the top position of 
the droplet. The red dotted line shows the 7 normal mode only oscillation in the absence of 
the magnetic field. The solid line represents the water droplet oscillation in the 16.5 T field (in 
the magnet centre), which at the levitation position is about 11 -13 T variable field intensity. 
The dash-dotted line represents the 20% salt solution droplet oscillation. The damping effct of 
the electrical conductivity is particularly well seen from the graph on the right of the Figure 5, 
where the centre of mass Zc(t) position is deducted from the surface position Rt(t) giving the 
surface wave only presentation. 
 

   
Figure 2: Computed magneto-gravitational potential and the magnetic field in the 2 cm 
diameter water droplet at t = 0: (left) unstable position at z = 0.072 m above the magnet 

centre, (right) stable position at z = 0.079 m. 
 
 

 

 
Figure 3: Images of the ethanol droplet D = 2 cm in the bore of experimental magnet and the 
numerically simulated (note that the vertical direction is horizontal in order to match the view 

from the side camera). 
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Figure 4: Images of 2 cm salt water droplet in the bore of experimental magnet at 16.1 T in 
the magnet centre and the numerically simulated at 16.5 T (accounting for 0.3 T air magnetic 

buoyancy correction). 
 

 

    
Figure 5: Computed oscillations of 2 cm water and salt water droplets in the bore of magnet at 

16.5 T: a combination of 7 initial Rayleigh modes (dotted line), water with electrical 
conductivity 0, and the salt water conductivity 20 (1/Ωm). 

 
The computed power spectra (Figure 6) provide the quantitative evidence for the frequency 
shift to slightly larger values as observed in the previous experiments [1,2]. It is encouraging 
to see that the additional property of the electrical conductivity of the salt water does not shift 
the frequency for the smaller droplets (2 cm). However the frequency shift is increased for the 
larger 3 cm droplet (see the Figure 6, right) because of the increased nonlinearity of the 
surface wave interaction, which is a well known phenomena even for the pure normal mode 
oscillations. 
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Figure 6: (Left) computed oscillation frequencies (power spectra) for the 2 cm water and salt 
water droplets in the bore of magnet at 16.5 T, and (right) - the 3 cm salt water droplet spectra 

at 16.7 T. 
 
5. Conclusions 
 
It is experimentally and numerically demonstrated that even a weak electrical conductivity 
has a significant effect to stabilize the magnetically levitated droplets using their diamagnetic 
properties. The damping effect is due to the low density induced electrical currents and does 
not affect the oscillation frequencies required to determine the surface tension material 
property. The presence of a weak electrical conductivity permits to levitate larger volumes of 
liquid in relatively more stable conditions. 
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Using the matched asymptotic expansion method based on the small parameter 1/Ha,
this paper addresses an original analytical coupling between surface rheology of e.g. a
gradually oxidizing liquid metal surface, and a supporting annular MHD flow. It is
shown that the level of surface viscosity drives the electrical activation of the Hartmann
layers, heavily modifying the MHD flow topology and leading to the emergence of a
Lorentz force, for which interaction with the flow is not classical.

I. INTRODUCTION

In many industrial applications, there is rising concern over how to model the interactions
between an electro-conductive fluid and a second phase, when both of them are subjected to
an external magnetic field. Typically, the issue of how a magnetohydrodynamic (MHD) flow
with a liquid/gas interface is affected when oxidation occurs is of prime interest. It potentially
affects many fields, such as metallurgy (stirring by bubble plumes in reactors), microelectronics
(MHD-driven metal cooling processes [1]), or nuclear fusion technology (two-phase MHD
issues with the breeder blanket based cooling loop [2]).

To our knowledge, little is actually known about surface rheology of MHD flows, e.g. when
a liquid metal is progressively contaminated through oxidation processes. On the one hand, the
viscoelastic properties of liquid metals have been experimentally investigated [3], highlighting
radically different mechanical behavior characteristics that depend on the level of oxidation, but
these works are not related with MHD. On the other hand, the MHD of single-phase laminar
flows exposed to strong uniform magnetic fields has been studied extensively for many years,
for numerous layouts [4–6], but the oxidation occurring at the liquid surface of a free-surface
MHD flow is most of the time not taken into account. Consequently, the two-phase MHD of a
more or less oxidized interface coupled with a pure liquid metal bulk is worthy of investigation,
which is, to our knowledge, an original approach coupling both MHD and surface rheology.

II. OUTLINES

The system under consideration is displayed in Fig. 1. The interest in this configuration,
which is inspired by the deep channel viscometer [7], is that it is likely to generate strong ve-
locity gradients along the ~ez axis, whereas these gradients develop preferentially along the ~er
axis in the more conventional case of the Taylor-Couette layout. As shown later in equation (8),
the coupling term between the interface and the sub-phase flow brings a ∂vθ/∂ z term into play,

a)Electronic mail: laurent.davoust@simap.grenoble-inp.fr.
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where vθ is the azimuthal sub-phase velocity; the resulting shearing is expected to be more
significant than in the Taylor-Couette layout, and the effects of varying boundary conditions at
the liquid surface may be more easily highlighted. By considering the vertically applied mag-
netic field ~B0, it is shown in equation (1) that the generating term for the azimuthal magnetic
induction Bθ is ∂vθ/∂ z as well, which explains the interest in favoring gradients along~ez.

FIG. 1. Geometry under consideration.

The aim of this paper is to highlight the competitive effects between surface shearing and
a strong transverse uniform magnetic field, especially with the emergence of an electrically
active Hartmann layer along a gradually denser liquid surface, e.g. under oxidation processes.

III. MATHEMATICAL MODEL

A. Bulk flow

Using the Maxwell and Navier-Stokes equations, and assuming that the Reynolds number
is low enough so that the inertial effects can be neglected, we can derive the following set of
equations that govern the MHD problem and traduce the balance between electromagnetic and
viscous effects (see e.g. [5,6]), where the superscript ∗ refers to non-dimensional quantities:

∂ 2B∗
θ

∂ r∗2
+

1
r∗

∂B∗
θ

∂ r∗
−

B∗
θ

r∗2
+

∂ 2B∗
θ

∂ z∗2
+ Ha

∂v∗
θ

∂ z∗
= 0, (1)

∂ 2v∗
θ

∂ r∗2
+

1
r∗

∂v∗
θ

∂ r∗
−

v∗
θ

r∗2
+

∂ 2v∗
θ

∂ z∗2
+Ha

∂B∗
θ

∂ z∗
= 0, (2)

with r∗ = r/h, z∗ = z/h, v∗
θ
= vθ/V̂ , B∗

θ
= Bθ/B̂, Ha = B0h

√
σ/η, and with B̂ = µV̂

√
ση, µ

being the magnetic permeability of the fluid, and V̂ = hΩ, so that v∗
θ
(r∗,z∗ = 0) = r∗ for the

rotating floor. The associated boundary conditions are written as follows (see e.g. [4] for the
condition B∗

θ
= 0 all around the bulk flow):

v∗θ (r∗ =
ri

h
,z∗) = 0 , B∗θ (r

∗ =
ri

h
,z∗) = 0, (3)

v∗θ (r
∗ =

ro

h
,z∗) = 0 , B∗θ (r

∗ =
ro

h
,z∗) = 0, (4)

v∗θ (r∗,z∗ = 0) = r∗ , B∗θ (r
∗,z∗ = 0) = 0, (5)

B∗θ (r∗,z∗ = 1) = 0 , (6)
v∗θ (r∗,z∗ = 1) = v∗θS(r

∗). (7)
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B. Surface flow

The boundary condition (7) brings a new unknown into play, which is the surface velocity
vθS. This stands as the first term of the two-way coupling between the surface and MHD bulk
flow equations and the liquid surface conditions. The latter can be derived from a momentum
balance written on an elementary heterogeneous volume that straddles a liquid surface of zero
thickness, and by introducing the relevant surface ”excess” viscous shear viscosity, modelled
with a Boussinesq-Scriven constitutive law (see e.g. [8] for further details):

Bo
(

d2v∗
θS

dr∗2
+

1
r∗

dv∗
θS

dr∗
−

v∗
θS

r∗2

)
=

∂v∗
θ

∂ z∗

∣∣∣∣
z∗=1

. (8)

The Boussinesq number Bo = ηS/ηh describes the balance between bulk (η is the Newto-
nian bulk shear viscosity) and surface (ηS is the surface excess shear viscosity along the liquid
surface) viscous shearing. To solve for this jump of momentum balance (JMB), the following
two Dirichlet end-point boundary conditions are required:

v∗θS

(
r∗ =

ri

h

)
= 0, v∗θS

(
r∗ =

ro

h

)
= 0. (9)

C. Two-way coupling

The overall coupling process between the sub-phase flow v∗
θ

and the surface flow v∗
θS stems

from a somewhat tedious calculation process, which consists of a matched asymptotic expan-
sion for the bulk solution and the determination of a Green function for the surface velocity.
Details of calculations are not detailed here, but they are fully available in [9].

IV. ASYMPTOTIC RESULTS AND INTERPRETATION

After relevant additional post-processing scaling [9] traduced by the ? superscript, the
choice is made to discuss only the asymptotic cases Bo� Ha and Bo� Ha, as shown in
Fig. 2. The reader may refer to [9] for further physical insight. The aim here is to indicate
two radically different MHD regimes, and to see how the overall flow topology can be strongly
modified.

When considering the velocity, the topology evolves from an exclusively radial dependence,
with velocity gradients that are perfectly aligned with ~er (apart from those near the walls)
for Ha� Bo in figure 2a), to a motionless configuration for Ha� Bo in figure 2b), where
the velocity is mainly concentrated near the bottom right corner. This behavior is linked to
significant physical phenomena. For figure 2a), the electromagnetic blocking is responsible
for the dissipation of the secondary vortices, and for the fluid alignment with the rotating floor
(rigid body motion). For figure 2b), the motionless topology is partly because of an inert
interface for Bo� Ha, which imposes matching with a vanishing velocity at the interface,
but other mechanisms are also brought into play, and are highlighted through analysis of the
electromagnetic quantities.

The latter are obviously confined in the Shercliff layers when Bo� Ha, with two electrical
loops near the side-walls, as shown in figures 2c) and 2e), with the core and the Hartmann layers

3
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FIG. 2. Bulk MHD quantities for the two extreme cases Bo� Ha (left-hand column) and Bo� Ha (right-hand
column). a) and b) represent v?

θ
, c) and d) represent B?

θ
, and e) and f) represent the vector current density ~j? with

B?
θ

streamlines. For a given velocity Ω = 0.25rpm, with ro = 7cm, h = 1cm, σ= 2.3×106 S·m−1 and
η= 2.4×10−3 N·m−1, J = 4.1×102 A·m−2 for Ha = 30 (right-hand side) and 6.8×102 A·m−2 for Ha = 50

(left-hand side). ~j? is log-scaled by the magnitude exp
((

ln
(
||~j?||/J

))
/(1+ p)

)
, p = 3 for e) and p = 1 for f).

making a negligible contribution. The topology is dramatically different for Bo� Ha, where

4
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the core seems to be more involved, but the Hartmann layers in particular are now electrically
active, with the setting of an ”electric bridge” between the two side layers that is established
through the Hartmann layers, as shown in figures 2d) and 2f). This is linked to the velocity
topology mentioned earlier, with no particular gradients of v?

θ
along the ~ez axis in the case

where Ha� Bo, other than near the side walls, whereas these gradients arise elsewhere and
especially arise near the interface in the case where Ha� Bo. Depending on the regime, this
means that the generation term of B?

θ
in equation (1) either exists or does not, which could

explain the Hartmann layers are electrically active or not.
Note also that the bottom Hartmann layer is only activated when the top layer is activated,

whereas the ”dynamic” configuration remains the same near the rotating floor. This is because
of the current continuity equation ∇ ·~j = 0, which causes the electric current to close up inside
the fluid. When the Hartmann layer at the top is activated, the current then flows across the
boundary layers.

V. CONCLUSION

The competitive effects of surface rheology and supporting annular MHD flow have been
highlighted: surface rheology is indeed found to monitor the generation of the Hartmann layers,
and therefore a change in the topology of the electrical circuit, which dramatically affects
overall MHD core flow.
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Abstract: In this paper an inductive MHD generator is proposed, which aims to overcome the 
typical drawbacks of the conventional MHD generators, such as the need to operate at high 
temperatures and to have superconducting coils for the generation of the external magnetic field. 
The conceptual idea is described and the energy conversion process is illustrated by means of a 
finite element method model, which describes the fluid dynamic aspects, joined to a Simulink® 
model, which describes the electromagnetic phenomena involved in the process. Some results of 
analysis are reported, putting in evidence the influence of design parameters of the machine.  
 
Index Terms: inductive MHD generator, static energy conversion, numerical modeling 
 
1. Introduction 
 
Interest in magneto hydrodynamic (MHD) power generation was originally stimulated by the 
observation that the interaction of a plasma with a magnetic field could occur at much higher 
temperatures than were possible in a rotating mechanical turbine [1]. In spite of this, a number of 
drawbacks have limited a wide use of this technology that, after have been deeply studied for at 
least three decades, at the end of the past century it has been quite completely abandoned. Such 
technological limits concern essentially the difficulty to maintain a high level of ionization of the 
gas at low temperature, the needed of an intense magnetic field (> 5 T) which has to be generated 
by means of superconducting coils, the deterioration of electrodes by means of which the 
generated electrical current is extracted by the plasma. Even, thanks to the development in 
different research topics, great improvement have been obtained in the recent years on 
superconductors [3] and ionised gases [2], the complexity of the apparatus pushes to prefer other 
competitors, such as turbogas. Furthermore, until now no efficient solution has been found 
concerning the duration of electrodes [4]. In [5], an inductive gas fed generator has been 
proposed that allows one to overcome the above mentioned drawbacks of the conventional MHD 
generators, but at the same time it holds all their advantages, such as the static conversion of the 
energy and the capability to work with very high temperatures. This is obtained by substituting 
the external magnetic field with an electrostatic field, and by using eddy currents rather than 
electrodes to retrieve the generated electrical current. A key aspect of the proposed generator is 
the fact that the charge carriers are separated in order to obtain two separated flows of unbalanced 
charge carriers. Due to the fact that the ionization of the gas is time varying, also the flows of 
charge carriers vary during the time, so that they can give rise to an induced electromotive force 
in a magnetically coupled coil. The paper is organized as follows. In Section 2 the physics 
involved in the process is described. In Section 3 the energy conversion is qualitatively described 
and is treated more in details in Sections 4, 5 and 6 by means of its mathematical model. In 
Section 7 the Simulink® model and some results are reported. The last section provides some 
conclusions. 
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2. System description 
 
The working principle of the generator 
studied is quite simple (see Fig. 1). A high 
speed gas enters in the duct where in the first 
part it is ionized by a pulsating electric 
discharge. The charges of different sign are 
separate by an external electric field. 
Downstream of this process the flow is 
divided in two currents, one having an excess 
of positive charge, the other one of negative 
charge. In this way a time variant circulating 
electric current is generated, which involves 
the two branches of the duct. The current 
generated induces an electromotive force in 
two toroidal coils wrapped around the duct. 
The ionization of the fluid is obtained by 
means of electrodes powered by a high 
voltage generator to generate an electric 
pulsating discharge. After that the charges 
have been generated they have to be 

separated by means of an external electrical field. To this end, a capacitor externally powered by 
a DC high voltage generator is placed around the duct. In correspondence of the toroidal coils 
(Figs. 1 and 2) the energy conversion process is carried out, by inducing an electromotive force.  

  
Figure 1: Inductive MHD generator functional scheme. 

 

 
Figure 2: Inductive MHD generator layout. 

 
3. Energy conversion process 
 
The energy conversion occurs in correspondence of 
the toroidal coils. Here the generator works as a 
conventional transformer, where the primary is 
represented by the plasma in the duct, while the 
secondary winding is the toroidal coil (Fig. 2). The 
electric current flowing in the electric load gives 
rise to an armature reaction, which in turn slows 
down the charge carriers into the plasma and then 
causing a gas expansion. The enthalpy jump one 
can obtain in the conversion depends on a great 
number of design parameters: the velocity of the 
gas, the geometry of the core, the number of coils of the windings and the section of the wire, and 
so on. In this work, the variation effect of some of these parameters has been investigated. 

N windings

A

Figure 3: Detail of the generator corresponding to the 
section where the energy conversion takes place. 

 
4. System modeling 
 
First of all, the MHD problem has been split into a fluid dynamic part and the electromagnetic 
part. The former part is solved by means of the finite element analysis [5], while the latter one is 
solved by assigning to the charge carriers the same motion of the neutral particles. Such 
assumption can be justified because the charge carriers relative concentration is very low, 

369



therefore they cannot affect the average motion of the fluid. Furthermore in analyzing the 
electromagnetic aspects, we consider a mono-dimensional model of the flow. This means to 
neglect the unavoidable variations of the flow across the section of the duct. 
In Fig. 3 a particular of one branch of the duct is shown. The charges participate to the motion of 
the neutrals. In addition, other two components of the velocity have to be considered: one due to 
the repulsive force between charges of the same sign, and one due to the reaction of the armature. 
The repulsive force among charges of the same sign strongly affects the efficacy of the transfer of 
energy, because the more the charges are distributed along the axis of the duct, the less will be 
the induction produced in the coil. To reduce the effect of the reciprocal repulsive force of the 
charges, a supplementary electrical field is applied to the flow by means of a metallic sleeve 
around the duct (Fig. 3). Therefore, four components of the velocity have to be taken into account 
in calculating the distribution of the charges during the time: 
 
 ( ) ( ) ( ) ( )[ ]txExEtxEvtxv RCET ,,, +++= ρμ  (1) 
where v is the velocity of the particle of charge in the position x at the time t, vT is the dragging 
component which is constant, μΕ is the electrical mobility of the charge carriers, Eρ is the 
electrical field due to the charges distribution, EC is the electrostatic field provided by the sleeve, 
ER is the electrical field due to the armature reaction. At the beginning of the branch, the charge 
has a Gaussian distribution, but in evolving in the duct such distribution changes, because of the 
electrical fields EC and ER, becoming asymmetric. In order to take into account such asymmetry, 
the combination of two Maxwellian distributions has been used to model the charge density 
distribution: 
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where ρ (x) is the charge density, Qtot is the total charge of the cloud, xm is the position along the 
axis of the duct of the maximum of charge density.  
 
5. Electrical fields acting on the charge distribution 
Given the charge distribution, it is possible to calculate the electric field Eρ(x,t) in the generic 
point x on the axis of the duct and then the component of velocity due to such field in (1). The 
EC(x) can be determined by solving an electrostatic problem. The ER(x,t) is the armature reaction. 
In the ideal case the magnetic field generated by the current circulating in the coil is completely 
contained within the core, but it gives rise to a vector potential in the duct, which derivative is 
proportional to an electric field opposite to the motion of the charges. In order to calculate said 
vector potential, we can use the same mathematical steps which allow to define the Biot-Savart 
law, obtaining the following relation: 
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Eq. (3) is formally identical to the Biot-Savart equation, as a consequence we will obtain that the 
force lines of electrical field generated by the flux Φ have the same shape of the magnetic field 
generated by a turn of electrical current, and it allows one to calculate the electric field along the 
axis of the duct, which represents the armature reaction. For symmetry the resultant potential 
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vector  is directed as the axis of the duct, so that in integrating the contributions  due to 
the flux Φ along the torus, we have to consider their projection along the axis x: 
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Finally, it is possible to calculate the armature reaction as the time derivative of the vector 
potential: 
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The (5) can be substituted in (1) to calculate the velocity of each charge of the distribution during 
the time, and then to determine the evolution of the charge distribution. 
 
6. Power transfer to the electric load 
The energy conversion process can be described by resorting to the Ampère equation, written for 
the plane which is orthogonal to the axis of the duct and which is symmetry plane for the torus: 
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where H is the magnetic field evaluated along the torus of length L, I is the plasma electric 
current flowing in the duct, N is the number of turns of the secondary winding, i is the electric 
current circulating in such winding, ε is the permittivity. As it can be seen, field EC does not 
appear in the displacement current term, because it is null in the origin for symmetry reasons. On 
the other hand, it implicitly affects the current I by influencing the charge distribution ρ(x,t). Let 
us now to separately consider the terms of the (6). The circulation integral at the left-hand side 
can be so re-written: 
 
  (7) 
 

The current I in the right-hand side, is given by 
the concentration of charge ρ given by the (2), 
evaluated in the origin and then multiplied by 
the velocity, given by the (1): 

Table 1 - Design parameters of the MHD generator
Physical quantity Symbol Value [units] 
Radius of duct R 0.20 [m]
Permittivity ε 10-9/36π [F m-1]
Charge in the duct  10-5 [C]
Permeability μ 0.0628 [H m-1]
Gas velocity vT 150-200 [m s-1]
Length of the sleeve  0.20 [m]
Charge on the sleeve  10-5 [C]
Ions mobility μE

+ 2 10-4 [m2 V-1 s-1]
Electrons mobility μE

- 3 10-2 [m2 V-1 s-1]
Length of the torus L 1.4 [m]
Cross area torus Σ 0.02 [m2]
Number of coil turns Ν 2 000 
Electric load Rel 100-2 000 [Ω]
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The current i circulating in the winding is 
related to both voltage v2 and electric load Rel. 
Let us assume, for sake of simplicity, the 
electric load to be resistive. Then the current i 
can be so expressed: 
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and then the second term of the right-hand side of (6) becomes: 
 
  (9) 
 
Finally, for the third term, corresponding to the displacement current is: 
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By substituting (7-9) in (6) we obtain an equation of the second order in the unique variable Φ.  
 
7. Results 
 
The equations of the model have been solved by using the Simulink® environment. In Table 1 
the design parameters of the generator are reported. 
Among that, two parameters, namely velocity of the 
working gas and electrical load has been swept in 
order to evaluate the corresponding sensitivity of 
voltage and transferred power. The results show the 
high velocities and high loads allow to obtain higher 
power. As a feature to evaluate the suitability of the 
gas velocity, we can check if the whole cloud of 
charges crosses the toroidal winding in spite of the 
mutual repulsive force among the charges. The 
simulations show that a gas velocity of 150 m s-1 is 
sufficient to drag the charges beyond the torus. This 
time depends on both gas velocity and total charge, 
therefore it has to be stated on the basis of design parameters. The duration of the pulse of the 
induced voltage indicates the minimum time interval between two consecutive discharges. 
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Figure 6: Trend of power with respect to load and velocity.

 
8. Conclusion 
 
A conceptual study of an inductive MHD generator has been presented, which aims to overcome 
the typical drawbacks of the conventional MHD generators, such as the need to operate at high 
temperatures and to have superconducting coils for the generation of the external magnetic field. 
The process is described and analyzed by means of a mathematical model that has been solved by 
using the Simulink® environment. A parametric evaluation of the velocity of the working gas 
and electrical load has been done in order to evaluate the corresponding sensitivity of voltage and 
transferred power. 
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Abstract: The European Community is committed to the development of a DEMOnstration fusion 
power plant whose operation could start as soon as 2050. The blanket is one of the most critical 
components in a fusion reactor; three of the four blanket concepts currently under development are based 
on the use of the liquid eutectic alloy Pb-15.7Li. Since the blanket will operate under the strong magnetic 
field used to confine the plasma, electromagnetic forces will occur in the PbLi flow giving rise to 
magnetohydrodynamic (MHD) phenomena.  

1. Introduction 
In the constant search for new power sources, thermonuclear fusion could be the ideal solution 
to satisfy world’s energetic needs for the next centuries. The European Community is 
committed to the construction and operation of the International Thermonuclear Experimental 
Reactor ITER that is being built in Cadarache (France). ITER will be the first fusion experiment 
to produce net power although this power will not be used to generate electricity. This is the 
objective of the next generation device, the DEMOnstration power plant that will demonstrate 
the production of electrical power and tritium fuel self-sufficiency [1]. One of the most critical 
components in a fusion reactor is the breeding blanket, the first structure directly exposed to the 
plasma and submitted to extremely severe operating conditions in terms of heat load and 
neutron damage. Its characteristics have a major impact on the overall plant design, 
performance, availability, safety and environmental aspects. After recalling the basic principle 
of fusion power, this paper will present the blanket concepts studied in the EU based on the use 
of the liquid metal eutectic Pb-15.7Li (PbLi afterwards). The general MHD issues to be solved 
in fusion blankets and their specific impact on each blanket concept will then be discussed. 
 
2. The Tokamak configuration and the breeding blanket 
In a Tokamak [2] fusion reactor the plasma is contained in a torus-shaped vacuum vessel and 
confined by an helical magnetic field, which is a combination of a magnetic field maintained 
in the direction of the magnetic axis by toroidal field (TF) coils and a poloidal magnetic field 
produced by high toroidal electric currents induced in the plasma ring by an external 
transformer (the central solenoid). Horizontal poloidal coils are needed to finally succeed in 
closing the magnetic field lines and to achieve plasma stability (Figure 1). The toroidal 
magnetic field and the poloidal field must be generated by superconducting magnets with a 
magnetic field up to 13T. 
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0  Breeding Blanket 

Figure 1: The tokamak concept and the breeding blanket. 

The most suitable reaction for practical exploitation of nuclear fusion is the one between 
deuterium and tritium: 2D+3T → 4He + n. The amount of natural tritium is however not 
sufficient to sustain a reactor, but neutrons produced in the D-T fusion can lead to tritium 
generation when captured by lithium isotopes: lithium compounds must therefore be present in 
the structure surrounding the plasma (the blanket) in order to regenerate (breed) the tritium, 
hence the term ‘breeding blanket’. The blanket is the first structure exposed to the plasma 
(Figure 1). It has also the functions of  converting the energy of fusion neutrons into heat 
suitable for electricity generation and protecting the reactor components and in particular the 
superconducting coils from excessive radiation damage. The blanket is the key ‘nuclear’ 
component in a fusion reactor. 
Among liquid breeders, the eutectic alloy PbLi is now considered as the reference choice. 
Compared to solid breeders the liquid ones have a number of inherent advantages, such as 
high thermal conductivity, practical immunity to irradiation damage, the possibility to 
transport the breeder material outside the blanket for tritium extraction, and, in general, they 
allow relatively simple blanket designs. The main problems of liquid metal breeder blankets 
are safety concerns due to the chemical reactivity of the liquid metal, activation products, 
tritium control and the influence of a strong magnetic field on liquid metal flows. The latter 
point is further discussed in this paper. 
 
3. Critical MHD issues in fusion blankets 
Critical issues related to MHD interactions of the moving PbLi with the magnetic field are 
due to occurrence of increased pressure drops and special flow distributions. A review of 
MHD issues can be found for instance in [3]. Non-dimensional groups relevant to MHD 
flows are the Hartmann number Ha and the interaction parameter N. The former one gives a 
dimensionless measure for the strength of the magnetic field B. N describes the relative 
importance of Lorentz forces compared to inertia. MHD flows for fusion applications are 
characterized by intense magnetic fields B (Ha ≥ 104) and small or moderate liquid metal 
velocities (N = 104-105). The described MHD phenomena are present in all liquid metal 
blankets but their impact on system performance is concept-specific. Of the four blanket 
concepts presently studied in the EU [4], 3 are based on the use of the PbLi eutectic (Figure 
2): the Helium Cooled Lithium Lead (HCLL), the Dual Coolant Lithium Lead (DCLL) and 
the Water Cooled Lithium Lead (WCLL). 
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Blanket concept Critical MHD issues 
ALL • 3D MHD pressure drop (bend, manifolds, non-uniform B,…) 

• (Mixed) Magneto-convection 
• MHD enhanced corrosion 

HCLL • Electric and thermal flow coupling 
• Uniform flow distribution in BUs (manifold design) 

DCLL • Pressured drop reduction by insulation 
• Turbulence and instabilities in long ducts 
• Flow imbalance in parallel channels 
• Specific FCI-related flow features: 

• Flow in gap between wall and FCI 
• Need and influence of pressure equalization slot/holes 
• Effects of FCI junctions/gaps/cracks 

WCLL • Complex flow path around cooling tubes 
• Electrical coupling of parallel ducts  
• Uniform flow partitioning 

Table 1 Main MHD issues for proposed blanket concepts 

Pressure drops that balance electromagnetic forces in MHD flows are proportional to the 
electric current density j induced in the fluid. The magnitude of j depends on the resistance of 
the current path, which is determined by the wall conductivity in electrically conducting ducts 
and by the conductivity of thin viscous layers in insulating channels. Therefore, in the latter 
case minimum current density is achieved. This explains why MHD pressure drop reduction 
is obtained by electrically decoupling walls and fluid by means of suitable insulation.  
For Ha >> 1 and N >> 1 the flow is most likely laminar and the velocity is uniform in the 
core, where electromagnetic and pressure forces balance each other, and viscous effects are 
confined to very thin boundary layers. In electrically conducting channels high-velocity jets 
are present in layers parallel to B. In turns, this may affect corrosion of the structural materials 
[5]. A slug flow is instead expected in insulated ducts.  

 
WCLL  

HCLL 

 

Cooling
Plates 

PbLi flow

PbLi low f

Cooling 
tubes 

DCLL 

Figure 2: Blanket concepts based on the use of Pb15.7Li 
4. Concept specific MHD issues in EU blankets  
The 3 EU blanket concepts presently under consideration share the same configuration. The 
blanket is divided in several modules arranged to follow as close as possible the plasma 
shape. Each module is constituted by a Eurofer steel box reinforced by an internal grid of 
stiffening plates to withstand the pressurization of the box in case of accident. In the volume 
inside the box (the ‘breeding zone’ – BZ), the grid defines a system of channels for the flow 
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of the PbLi whose characteristics are specific to each blanket concept. The 3 designs can be 
classified by the increasing difficulties and advantages they present. The WCLL uses water in 
pressurized water reactor (PWR) conditions (285-325°C, 15.5 MPa) for cooling, which would 
allow re-using part of the technology known from fission power plants. The HCLL uses 
instead Helium (300°C-500°C, 8 MPa), which allows higher coolant temperatures and 
enhanced efficiencies of the power conversion cycle. The DCLL concept uses He but also 
PbLi as coolant which permits achieving even higher temperatures (≥ 700°C).  
4.1 Water Cooled Lithium Lead (WCLL) blanket. In the WCLL blanket [6] the PbLi enters 
from the rear of the module in the bottom part, it flows toward the FW, goes upward in the 
square channels formed by the stiffening grid, then backward in the top part of the module. 
The BZ is cooled by tubes bathing in the PbLi flow to collect the thermal power deposited by 
neutrons. Some plates have been foreseen at the module bottom and top to orientate the flow. 
Velocities are of the order of 5-10 mm/s. In this blanket concept, from the MHD point of view 
one should consider magneto-convection in long vertical channels, flows in ducts with internal 
obstacles, represented here by cooling tubes, and pressure drop in distributing and collecting 
manifolds. Another important issue is the uniform distribution of Pb-Li in parallel ducts. Flow 
imbalance should be avoided to guarantee uniform distribution of tritium concentration. 
Moreover, it has to be ensured that enough liquid metal reaches the FW and no recirculation or 
stagnant zones form. Numerical simulations are therefore required to predict MHD pressure 
drop and velocity distribution.  
4.2. Helium cooled Lithium Lead (HCLL) blanket. In the HCLL blanket concept [7] the 
stiffening plates define a grid of elementary cells, called Breeding Units (BU), that are cooled 
by means of parallel Cooling Plates. All BUs in a column are fed in parallel through a vertical 
manifold on the back of the module. The inlet chamber feeds one out of two BUs then the Pb-
Li flows towards the FW, goes to the BU immediately above and then horizontally flows to 
the outlet chamber at the back. MHD phenomena typical of HCLL blankets are related to 
electric and thermal flow coupling of neighboring channels. The so-called “multi-channel 
effect” depends on wall electric conductivity, flow direction and orientation of B. Electric 
flow coupling can be exploited for supporting uniform flow partitioning in BUs [8]. It has 
been shown experimentally that pressure drop in BUs is not an issue due to the small 
velocities. Results have been extrapolated to ITER TBM and a total pressure drop lower than 
0.3MPa has been estimated [9]. However, in a blanket module many BUs are fed by a single 
manifold where velocities may reach large values. Here significant 3D MHD effects and 
pressure losses can occur. Simulations for MHD flows in HCLL model geometries showed 
also that natural convection can be intense resulting in large fluid recirculation and convective 
instabilities [10,11,12].  
4.3. Dual coolant Lithium Lead (DCLL) blanket. In the DCLL blanket [13] the PbLi flows 
poloidally in the channels defined by the stiffening grid without any additional cooling. In 
order to reduce pressure drop caused by MHD interactions, poloidal Pb-Li channels are 
insulated by flow channel inserts (FCIs) made of sandwiched ceramic materials or SiCf/SiC 
that ensure the electrical decoupling of the liquid metal from the channel walls. However, the 
impact of 3D MHD effects on pressure and velocity distribution has to be still thoroughly 
studied. 3D MHD flows that play a fundamental role in determining additional pressure drops 
are those in manifolds [14], in non-uniform magnetic fields, at junctions between FCIs [15], 
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near gaps or holes for pressure equalization [16], close to possible cracks [17]. In [14] MHD 
pressure drop in a DEMO DCLL blanket were estimated. It was highlighted that available 
empirical formulations used for 3D MHD pressure drops Δp3D were not derived for 
geometries comparable to the manifold design. Therefore the contribution of the 3D flow to 
Δp3D in this component remained the main uncertainty. Further studies are needed [18]. Due 
to imperfect insulation provided by FCI higher velocities are present in parallel boundary layers 
which can be destabilized leading to occurrence of turbulence. Recent calculations show the 
importance of mixed magneto-convection in the DCLL blanket [19]. FCI thermal and electrical 
properties and thickness have strong influence on MHD pressure drop, velocity profile and 
thermal blanket efficiency. Thus, the correct design of such FCI is of crucial interest [16].  
 
5. Conclusions 
MHD phenomena in PbLi-based fusion blankets change heat-transfer characteristics, pressure 
drop and the required pumping power for circulating the liquid metal. They also influence mass 
transport characteristics, affecting in turns tritium permeation and corrosion kinetics. 
Considerable efforts, both in modeling and experiments, have been made in the past years to 
investigate MHD issues in liquid metal blankets. Further efforts should be directed to enlarging 
our knowledge of MHD and heat transfer phenomena in channels of complex geometry but also 
in straight channels with perfect and non-perfect electro-insulated walls. In parallel, the use of 
dedicated experimental facilities and the development of more sophisticated predictive 
capability tools to perform fully coupled 3D numerical simulations should be pursued. 
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A number of authors (e.g Courvoisier et al. 2010, Zheligovsky 2011) have discussed the 

problem of long-wavelength instabilities of fully developed but homogeneous MHD states. 

This involves the construction of coupled mean-field momentum and induction equations 

whose coefficients depend on averaged properties of the undisturbed state. While in very 

simple cases there is a possiblility that the coefficients can be calculated, generally they have 

to be computed by applying a perturbation (for example a uniform magnetic field) to the basic 

state and measuring the response. Even though the dynamics is typically highly nonlinear and 

the response to even a very small perturbation typically finite in detail, one might hope that 

there are sensible mean responses, linear in the perturbation amplitude that can be captured by 

averaging. We have looked at a number of dynamical systems, both maps and ODEs as well 

as time dependent basic MHD states with an original average symmetry to see if this 

supposition is justified by adding small symmetry-breaking terms and investigating the 

average response. We find that it is not always possible to get a sensible answer and that what 

happens depends of the nature of the chaos in the basic state. This is compared with similar 

problems where the 'chaos' is not internal, but driven by random processes. 
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Abstract: The Lorentz force velocimetry is a set of well-known techniques which are used to 
investigate velocity profiles or mass flux in channels filled with a liquid metal [1]. The 
technique is based on a linear dependence between Lorentz force and a conductor velocity. 
Usually, magnetic Reynolds number has to be small enough to keep this dependence linear. 
An increase of magnetic Reynolds number gives rise to the magnetic field distortion that 
makes Lorentz force velocimetry complicated. The presentation explains the dynamics of the 
Lorentz force at finite magnetic Reynolds number and shows the results of the magnetic field 
sweeping measurements. 
 
1. Introduction 
 
When an electrically conducting material moves across magnetic field lines, eddy currents are 
induced in the conductor. These currents carry an additional magnetic field which leads to a 
deformation of the applied magnetic field lines [1], [2]. As a consequence, the conducting 
material experiences a braking Lorentz force. The key point is that the Lorentz force is 
proportional to the conductor velocity. It means that having measured this force the velocity 
can be calculated. Although the method is very promising because it is accurate and 
contactless, it can be applied only if a primary magnetic field is not affected by a conductor. If 
the velocity is high, a secondary magnetic field created by eddy currents becomes strong 
enough to change the initial magnetic field distribution that leads to a nonlinear Lorentz force 
- velocity dependence. This phenomenon can be characterized by the magnetic Reynolds 
number Rem which is finite in that case. The goal of this work is to study experimentally an 
error in the Lorentz force velocimetry due to finite Rem effects as well as to show that the 
Lorentz force can be a powerful instrument to study an MHD task. 
 
2. Problem definition 

a) b)
 
 Figure 1: Sketch of the problem. 
 
A problem studied here is sketched in fig. 1. A solid rod moves with a time-dependent 
velocity through a transverse magnetic field B0, created by permanent magnets. If the rod 
experiences no motion, the applied magnetic field is not distorted (fig. 1a). In case of non-
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zero velocity, eddy currents j ensue that leads to a primary magnetic field disturbance by the 
induced magnetic field b (fig. 1b). 

An interaction between the induced magnetic field and eddy currents gives rise to the 
Lorenz force F, which opposes the flow. The effects of magnetic field perturbation can be 
observed if magnetic Reynolds number Rem is high enough. One possibility to obtain finite 
Rem is to increase rapidly the velocity of the rod which moves through a transverse magnetic 
field, so that the acceleration (advection) time tadv is several times smaller than the diffusion 
time, i.e.: 

1~Re
2

adv
m t

Dμσ
= ,     (1) 

where μ  is a magnetic permeability, σ  is an electrical conductivity and D is a characteristic 
length (fig. 1b). 
 
3. Experimental setup 
 
The experimental setup (fig. 2) consists of two thick aluminium plates with a piezoelectric 
force sensor mounted between them. On the top plate there is a magnetic Halbach array which 
creates a constant transverse magnetic field in the range from 0 to 1 T depending on the 
distance between magnets. A hole 20 cm in diameter was made in the centre of the plates so 
that a thick massive solid rod could easily go through. Additionally, an array from 7 Hall 
sensors was installed in the area between the magnets and the rod for the induced magnetic 
field measurements. The velocity of the rod is controlled by a computer with 1 kHz frequency 
so that it can be changed from 0 to 1 cm/s within 60 ms (fig. 3a). By this setup we can 
measure simultaneously the Lorentz force acting on the rod and the magnetic field distortion 
by the induced magnetic field. 
 
 

 
 

 
Figure 2: Experimental setup. 
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4. Measurement results 
 
We measured Lorentz force as a function of the maximum rod velocity at different magnetic 
Reynolds numbers Rem and different aspect ratios LDD /* =  (L is the distance between 
magnets) for copper and aluminium rods (fig. 3b). The time response of Lorentz force is in 
good agreement with an analytical model developed in [3]. A decrease in Lorentz force at 
finite Rem is explained by the magnetic field distortion due to the influence of the induced 
magnetic field b generated by eddy currents which circulate mainly in the area, where the 
magnetic field is non-uniform. 

 a) b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

c)
Figure 3: 5 different signals of the rod velocity (a), the maximum Lorentz force acting on 
the rod as a function of velocity at different Rem and D* (b), and the difference between 

low-Rem and finite-Rem cases (c).

The actual force was compared with the values obtained at low-Rem regime (fig. 3c). 
As we expected, due to the magnetic field distortion, there is a drop of the Lorentz force in 
comparison with low-Rem case. This difference increases if Rem becomes higher. 

Fig. 4a shows that by means of the Lorentz force it is possible to measure the energy 
which is dissipated inside the conductor: 

∫ ∫ ⋅−= vFdVjdVv
dt
d

L~1 22

σ
ρ     (2) 
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We note that a higher Rem leads to a smaller time response of the system. The response is 
measured by non-dimensional reaction time T98* which shows how fast the Lorentz force 
rises from 0 to 98% of its asymptotic value. It was shown that T98* strongly decays as a 
function of Rem (fig. 4b). This stems from a general concept of a frozen state of magnetic field 
lines in a conductor when Rem becomes finite or big. 

a) b)  
 
 
 
 
 

Figure 4: The maximum of the nondimensional Lorentz force as a function of the Lundquist 
number at different Rem and D* (a) and the nondimensional saturation time T98* for 

different Rem (b). 

We have also measured (fig. 5a) which is linked with the eddy currents in the rod. 
Before the onset of the motion there is no induced magnetic field. But as soon as the rod starts 
to move, eddy currents ensue giving rise to the Lorentz force and to the induced magnetic 
field which deforms the applied one. 

tB ∂∂ /

 

 
b) a)  

 
 
 

Figure 5: Time-derivative of the induced magnetic field (a) and its evolution in time (b). 

The evolution in time of the induced magnetic field is shown on figure 5b. It was observed 
that the rod drags magnetic field lines until the equilibrium between magnetic field advection 
and diffusion is achieved. 
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5. Conclusion 
 
The Lorentz force response for a solid conductor to a time-dependent velocity input at finite 
magnetic Reynolds number has been studied. It was shown there is a difference between the 
values of the force in low-Rem and finite-Rem cases. The difference is explained by the fact 
that eddy currents create the induced magnetic field which distorts the primary one. This 
distortion has been measured by an array of Hall sensors and it was observed that the 
conductor drags the magnetic field lines along the travelling direction. 
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INDUCTION-DRIVEN CONTACTLESS ACOUSTIC WAVE GENERATION 
IN A CRUCIBLE 
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Ultrasound treatment is used in light alloys during solidification to refine microstructure, or 
disperse immersed particles. The process is driven by immersing a sonotrode probe into the 
melt and it is most effective when the probe vibrations lead to cavitation. The same method 
cannot be used in high temperature melts, or in the treatment of highly reactive alloys, where 
contact with the probe will lead to contamination. As an alternative, a contactless method of 
generating sound waves is investigated theoretically, using electromagnetic (EM) induction. 
An additional advantage of the EM method is the strong induced stirring of the melt due to 
Lorentz forces that distributes the effect and has the potential to treat large volumes of 
material. In a typical application, the induction coil surrounding the crucible - also used to 
melt the alloy - may be adopted for this purpose with suitable tuning. Under normal use, the 
vibrations induced by the induction coil are not sufficiently strong to induce cavitation in the 
liquid with any gas inclusions present. However, by tuning the induction coil frequency to the 
melt volume, sound resonance can be achieved leading to large amplitude sinusoidal pressure 
variation. As shown by Vives [1], large amplitudes leading to cavitation can also be effected 
by combining the AC induction field with a strong DC field. 

Numerical simulations testing this sound generation mechanism have been performed 
for various cases, with and without resonance in the melt volume, with and without an 
auxiliary DC field. A computational hydrodynamic acoustics approach is coupled with 
Maxwell’s equations, and likely cavitation zones are identified using the Rayleigh-Plesset 
equation [2]. Near-resonance conditions are most likely to produce cavitation without 
mechanically endangering the crucible. 
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Abstract: The present paper performed a theoretical study of acoustic streaming. The 

approach is based on the time scale separation method where the streaming jet is considered 

varying very slowly in time compared to the acoustic period. An acoustical force is introduced 

in the Navier-Stokes equations and ensures the coupling between sound propagation and 

hydrodynamics. Dimensional analysis is used to give first clues for the theory of physical 

modeling. Through scaling analysis, two scaling laws featuring linear and square root 

variations of the streaming velocity level with the acoustic power have been found. 

 

1.  Introduction 

 

“Not only motion can create sound but also sound can create motion” [1]. This sentence by 

Sir J. Lighthill explains in a few words what acoustic streaming is: the possibility of driving 

stationary and quasi-stationary flows using acoustic waves. This phenomenon can be present 

in many applications ranging from biomedical applications (low intensity ultrasounds based 

diagnostics and high intensity ultrasounds based treatment) to engineering applications 

(sonochemisty, velocimetry and potentially crystal growth). 

Acoustic streaming is often presented as a second order flow with respect to acoustic as 

explained by Nyborg [2] on the basis of a small perturbation approach. However, this method 

seems to be limited because of two reasons. Firstly, assuming streaming velocity of second 

order leads to a motion equation featuring an acoustical force, pressure gradient and viscosity 

terms but negligible inertial terms since these are of fourth order. Secondly, in several 

experimental observations [3, 5], acoustic streaming velocities is not of second order with 

respect to the acoustic velocity wave propagation. Lighthill [1] suggested thus that this 

development is suitable for creeping motion which he characterizes with a Reynolds number 

less than one; for the other Reynolds number, he proposed to introduce inertial terms 

artificially. 

Here, a new approach is proposed. First, we developed a scale separation method as an 

alternative to Nyborg's approach. Then, we focused to a dimensional analysis in order to 

consider an application to liquid metals. Finally, a scaling analysis of acoustic streaming jet 

provides flow velocity evolution as a function of the governing parameters of the problem.  

 

2.  Time scale separation method 

  

 Each variable (velocity, density and pressure) of the acoustic streaming problem is 

split into an acoustic part, varying rapidly, and a streaming motion part, varying very slowly 

compared to the acoustic part: it's the time scale separation method. Introducing these 

variables into the incompressible Navier-Stokes equation and averaging over an acoustic 

period, like RANS computation, we find:  
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where      represents the flow velocity,      , the acoustic wave velocity, pe, the hydrodynamic 

pressure and  the fluid density. The additional volumetric force term      in the 

incompressible Navier-Stokes equations ensures a coupling between the acoustic propagation 

and the hydrodynamic flow. This acoustic streaming force must be computed from the spatial 

variations in acoustic field, which are an output of the acoustic propagation problem. A 

commonly accepted expression, valid under the plane wave approximation, is: 

 

where Iac is the acoustic intensity. Through this expression is not new [2], the time scale 

separation approach allows it to appear naturally in the full incompressible Navier-Stokes 

equations, which is consistent with experimental observations [3, 5] 

 

3.  Dimensional analysis 

  

 Since the pioneering work done by Eckart [6], a classical modeling approach is to 

consider acoustic streaming as the weak coupling between two sub-problems: acoustic 

propagation and the hydrodynamic flow. The first sub-problem, the acoustic propagation, 

consists in the description of the acoustic beam; in the framework of linear acoustics, the 

inputs for this problem are the ultrasounds source diameter ds, frequency f, and power Pac, and 

the liquid acoustic properties, i.e. sound celerity c, and acoustic attenuation coefficient α. The 

hydrodynamics sub-problem consists in the description of the quasi-steady flow driven by 

acoustic streaming; the inputs for this problem are the geometry of the fluid domain and the 

liquid mechanical properties, namely its kinematic viscosity , and density . Ten 

dimensional variables are thus used; they are listed in table 1 with their corresponding usual 

units. The Vashy-Buckingham theorem implies that a set of seven dimensionless groups are 

necessary to describe the whole problem of acoustic streaming. We chose to define ds, /ds
2
 

and /ds
3
 as characteristic distance, time and weight, respectively; this leads to the 

dimensionless groups listed in the last column of table 1.      

 

Dimensional variable Usual units Fundamental units 
Corresponding 

dimensionless groups 

                              

              
    

                     

 ,   et               ,        

                           
   

                      

                - 

                - 

Table 1: Variables of the acoustic streaming problem, their units and the corresponding 

dimensionless groups. 

 

 

 
 
 

 
          

 
     
  

                    

                      
           

    (1)  

    
  
 
  

 
        (2)  
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Each dimensionless parameter can be associated to a physical interpretation: N is a ratio 

between the length of the domain L and the typical attenuation distance 1/α, F is the 

dimensionless frequency and can be seen as a ratio of the period and the characteristic time 

for viscous diffusion of momentum at the scale ds, S is typically the half angle of the 

diffraction cone of the sound beam, L and l are simply the ratios of the cavity length and 

width to the source diameter, P is the injected acoustic power normalized by a typical power 

dissipated by viscous effects and U, the dimensionless velocity, is a local Reynolds number 

based on the observed velocity and the source diameter.    

 

4.  Toward the case of liquid metal 

 

One of the difficulties when dealing with acoustic streaming in liquid metals is that the 

acoustic attenuation coefficient is not a very well-known property for this type of liquids. The 

acoustic attenuation coefficient in a liquid, α, is very often assumed to have three 

contributions. A first contribution is connected with the dynamical (or shear) viscosity , a 

second contribution is related to the bulk viscosity η, and a final contribution takes into 

account thermal effects. The expression proposed by Nash et al. [7] is: 

 

   
 

  
 
   

   
 
 

 
    

      

  
   (3)  

 

where f is the frequency,  is the density, c is the wave velocity, β is the thermal expansion 

coefficient,  is the thermal conductivity, Cp is the specific heat, and T is the absolute 

temperature. The dynamical viscosity  and the properties involved in the thermal 

contribution can generally be obtained for standard liquids with an acceptable accuracy, so 

that the main difficulty will come from the estimation of the bulk viscosity η. 

We rely on this estimate of the attenuation coefficient, on the developed dimensional analysis 

and physical modeling techniques to assess the intensity of acoustic streaming expected in a 

liquid metal experiment. In particular, we consider the similarity of a hypothetic liquid metal 

set-up with our existing set-up [8]. We find that, under some assumptions, the similarity 

condition imposes the scale Σ, the ratio in frequency f, attenuation factor N and acoustic 

power P between the water-test and the liquid metal experiment. Under this condition the 

ratio in velocity observed in these apparatus is also given. Focusing on the case of liquid 

silicon and liquid sodium, featuring respectively a very high and a very low melting 

temperature, the similarity conditions is given in table 2. 

 

 Scale                                                                    

Silicon  

(1 750 K) 
8.2 0.046 0.17 8.9 0.38 

Sodium  

(393 K) 
2.5 0.23 0.28 4.9 0.59 

Table 2: Similarity conditions for a model experiment in water (subscript test) and a 

liquid metal experiment (subscript real). The case of silicon is considered in the first line, 

that of sodium in the second line. 

 

Considering our set up as test experiment, the second line of table 2 shows that, in liquid 

sodium, a plane transducer of diameter 12 mm operating at 8.6 MHz would induce velocities 

on the order of 1.7 cm/s with an acoustic power of only 200 mW. Because of the scale Σ, we 

can also say that these velocities would be obtained after a smaller distance from the acoustic 

source. As mentioned earlier, this numerical application makes us think that it should be taken 
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care of acoustic streaming side-effects when measuring small velocities by in ADV in liquid 

metals. 

 

5.  Scale analysis 

 

 We proposed in a recent paper [8] two scaling laws for acoustic streaming free jets, i.e. 

steady, laminar, acoustic streaming jets in a semi-infinite medium. As no confinement is 

considered and there is no reason for the jet to feature any significant curvature, the pressure 

gradient can safely be assumed not to play any significant role. The flow is thus governed by 

a balance between the combined effects of viscosity, inertia and the acoustic streaming force. 

We focus successively on the two asymptotic cases of negligible viscous effects and 

negligible inertia effects. Let us first consider the acceleration zone near the origin of the jet. 

We assume this region to be dominated by inertia effects, which balance the acoustic 

streaming force. the typical velocity ue at a distance (x-x0) from the origin of the jet is then 

expected to follow the following scaling law: 

 

       
  

  

   

    
 
       (4)  

 

where 1 is a multiplicative factor of the order of 1.  

Farther from the origin, we consider that the flow is nearly one-dimensional and ruled by the 

balance between the acoustic force and the viscous forces; 

 

      
    
   

 (5)  

 

where 2 is a multiplicative factor of the order of 1. These two scaling are plotted in figure 1 

with experimental data of Mitome [4], Frenkel et al. [5], Nowicki et al. [3] and Kamakura et 

al. [9] and for the present study. We see that the set of experimental data is in reasonable 

agreement with the proposed scaling laws and that both scaling laws are observed. 

 

6.  Conclusion  

 

 Acoustic streaming is a coupling between an acoustic propagation and an 

incompressible flow ensured by an acoustical force term (eq. (2)) in the Navier-Stokes 

equation. A time scale separation method was developed to derive this force expression. It 

consists in separating the short time scale of the acoustic propagation from the long time scale 

of the hydrodynamic flow. The same acoustical force expression than Nyborg was obtained, 

but our approach is more consistent with experimental observations: flow velocity is not of 

second order with respect to the acoustic velocity. Moreover, equations of motions thus 

naturally feature inertial terms. Ten dimensional variables are present in the acoustic 

streaming problem. Following this, seven dimensionless parameters are proposed to describe 

the whole acoustic streaming problem and make similarities with experimental set up with 

other liquid. In particular, it was found that flow velocity reached in Silicon and Sodium are 

respectively 2.5 and 1.5 times higher with an acoustic power 9 and 5 times lower. Finally, two 

velocity scaling laws are obtained for the streaming flow and plots of experimental 

measurements of the present work and former studies show the reliability of the scaling 

analysis in the range of parameters.  
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(a) 

 
(b) 

Figure 1: Comparison of the former and present experimental results with the scaling law given by 

(a) equation (4) and (b) equation (5). 
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Abstract: A two-dimensional CFD model for predicting the oscillating flow through a jet pump
is developed. Various taper angles are investigated and total minor loss coefficients are derived.
A good correspondence is achieved with experimental results from the literature. However, at
higher taper angles a dramatic decay in the jet pump pressure drop is observed, which serves
as a starting point for the improvement of jet pump design criteria for compact thermoacoustic
applications.

1. Introduction

A jet pump is a crucial part of most closed-loop thermoacoustic devices. In such devices, a
time-averaged mass flux known as Gedeon streaming can exist [1]. This time-averaged mass flux
results in convective heat transport that can degrade the efficiency of thermoacoustic devices.
To suppress Gedeon streaming, a jet pump can be used. Backhaus and Swift have shown that
by correctly shaping a jet pump it is possible to take advantage of asymmetry in hydrodynamic
end effects to impose a pressure drop across the jet pump [2]. A typical jet pump consists of a
narrowed, tapered tube section as shown schematically in Figure 1. By balancing the pressure
drop across the jet pump with that which exists across the regenerator in a thermoacoustic device,
it is possible to suppress Gedeon streaming.

Despite the proven effectiveness of jet pumps, there is a lack of understanding about the exact
fluid dynamics that lead to the observed pressure drop. Current criteria for the design of a jet
pump assume that the flow at any point in time has little “memory” of its past history – which
is often referred to as the “Iguchi-hypothesis” – allowing the acoustic behavior to be based on
a quasi-steady approximation and the use of minor loss coefficients reported for steady flow
conditions [2, 3, 4, 5]. Qualitative evidence exists which supports the current analysis theory, but
quantitative agreement between the theory and experiments remains poor.

Previous studies include mainly experimental work and only a few computational studies have
been published. Petculescu and Wilen measured the pressure drop for a series of jet pump
geometries and derived minor loss coefficients [6]. They reported a difference between the
measured and theoretical minor loss coefficients. Nevertheless, for the investigated geometries –
up to a taper angle of 10◦ – good agreement between steady flow and oscillating experiments was
obtained. Computational studies related to jet pumps mainly include the work of Boluriaan and
Morris [7, 8]. Although the flow field was calculated for a fixed geometry and wave amplitude,
the relation between wave amplitude and pressure drop was not published.

In this paper, the oscillating flow in the vicinity of a jet pump is investigated using a computational
fluid dynamics (CFD) model. Validation is provided with the experimental results of Petculescu
and Wilen [6]. Furthermore, the influence of the jet pump taper angle is analyzed by changing
the jet pump length. This study shows the effect on the achieved pressure drop when making a
jet pump more compact.
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Figure 1: Jet pump with parameters that define the geometry (not to scale). Dashed line indicates
centerline.

2. Modeling

A two-dimensional axisymmetric model of a jet pump is developed using the commercial CFD
package COMSOL Multiphysics v4.4 [9]. To allow for the validation of the computational
model, the jet pump dimensions and boundary conditions are based on data from the literature [6].
In all cases, air at a mean temperature of T0 = 20 ◦C and a mean pressure of p0 = 1 atm is used
as the working fluid. The driving frequency of the system is f = 100 Hz. Under these conditions,
the viscous penetration depth is: δν =

√
2µ/ωρ = 0.22 mm.

Geometry The jet pump geometry is defined using a number of parameters: the big radius Rb,
the effective small radius Rs,eff , the taper half-angle α and the radius of curvature at the small
exit of the jet pump Rcurv . All these parameters are shown in Figure 1, with Rs being the small
radius of the jet pump without curvature (Rcurv = 0), as defined in Equation 1:

Rs = Rs,eff −Rcurv

(
sinα + 1

cosα
− cosα

)
(1)

The total length of the jet pump is calculated using Equation 2:

LJP =
Rb −Rs

tanα
(2)

Besides jet pump region, the computational domain comprises a region on both sides of the jet
pump with length Lin = 650 mm and radius R0. The geometrical parameter values used for the
validation case are listed in Table 1a.

For the simulations with variable taper angle, the exit radii Rb and Rs,eff are kept constant and
are identical to those in the validation case. By changing the jet pump length LJP , the taper angle
α will change and the effect of a more compact jet pump can be studied. The taper angles that
are considered and resulting jet pump lengths are summarized in Table 1b.

Numerical model Within the described computational domain, the unsteady, incompressible
Navier-Stokes equations are solved [9]. To solve these equations, the fully coupled direct
MUMPS solver is used with a maximum time-step of ∆t = 1 · 10−5 s. This yields Nt = 1000
time-steps per wave period. Additional isotropic diffusion of δid = 0.1 is used to damp out initial
transients and to obtain a stable solution. The assumption of incompressibility is justified by
the ratio of the jet pump dimension to the acoustic wavelength: the jet pump length is much
smaller than the acoustic wavelength (LJP/λ� 1). Hence, the flow can be considered locally
incompressible [10].
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Parameter Value

R0 7.9 mm
Rb 4.04 mm
Rs,eff 0.93 mm
Rcurv 1.85 mm
LJP 27.5 mm

(a) Jet pump dimensions
for validation case, based
on [6].

α [◦] LJP [mm]

3 64.3
5 38.5
7 27.5
10 19.1

α [◦] LJP [mm]

15 12.6
20 9.3
30 5.8
45 3.4

(b) Resulting jet pump length LJP for
applied taper angles α.

Table 1: Dimensions of simulated jet pump geometries.

To simulate an acoustic wave inside the computational domain, an oscillating velocity boundary
condition is used on the left side of the domain with u(t) = u1 · sin(2πft). On the right side of
the domain, a pressure boundary condition is used with a constant relative pressure of p = 0 Pa
to simulate an open end. No-slip wall boundary conditions are applied to both the tube wall and
the jet pump wall. On the x-axis, an axisymmetric boundary condition is imposed.

Computational mesh The domain is discretized using a computational mesh consisting of
54,000 quadrilateral elements. An unstructured mesh is used near the jet pump, combined with a
structured mesh in the far field. The elements are stretched in the direction of wave propagation,
corresponding to the expected gradients [11]. Moreover, a mesh refinement is applied near
all no-slip wall boundaries such that a total of Nbl = 10 elements exist within a distance of a
viscous penetration depth δν from the wall. A further refinement to Nbl = 20 elements showed a
deviation in the mean pressure drop of less than 0.2 %, which provides evidence for the mesh
independence of the results.

Minor loss calculation Backhaus and Swift were the first to derive an equation for the mean
pressure drop across a jet pump based on steady-flow minor loss coefficients [2]. The minor
losses in steady flow can be calculated using: ∆pml = K 1

2
ρu2, with K the minor loss coefficient

dependent on the geometry and, in this case, u(t) = u1 sinωt a pure sinusoidal flow velocity. By
time-integration, a relation for the mean pressure drop across the jet pump can be derived:

∆p2,JP =
1

8
ρ0|u1|2JP

[
(Kexp,s −Kcon,s) +

(
As
Ab

)2

(Kcon,b −Kexp,b)

]
(3)

where Kcon and Kexp are the minor loss coefficients for the contraction and expansion phase,
respectively, and |u1|JP is the maximum velocity amplitude at the small exit of the jet pump. In
the current paper, the mean pressure drop as a function of |u1|JP is studied. Hence, it is possible
to derive a “total” minor loss coefficient, incorporating the expansion and contraction effects at
both exits:

Ktot =
8∆p2,JP

|u1|2JPρ0
(4)

The total minor loss coefficient will be derived from the simulation results based on Equation 4.
The use of more advanced models that correct for the non-harmonic velocity inside the jet pump
is beyond the scope of this brief paper.
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Figure 2: Results of validation case, taper angle α = 7◦. Solid lines indicate results derived
from [6], black squares (�) indicate simulation results and dashed lines are predictions using
Eq. 3.

3. Results

The CFD model is validated by performing a range of simulations applying the reference
geometry (see Table 1a). The velocity amplitude at the left boundary condition is varied from
|u1| = 0.01 m/s to 1.0 m/s. The resulting mean pressure drop is shown in Figure 2a. In Figure 2b,
the behavior of Ktot as a function of the velocity amplitude is shown for both the reference data
and the simulation results. It is clear that the regime where ∆p2 ∝ |u1|2JP is only present at
higher wave amplitudes, which is in accordance with earlier work [6]. A least-square fit based
on Eq. 4 yields Ktot = 0.32 for the reference data and Ktot = 0.38 for the simulation results,
while the theoretical total minor loss coefficient, calculated using Eq. 3, is Ktot = 0.96.

Influence of taper angle Starting from the previously used geometry, a set of simulations
is carried out in which the jet pump taper angle – and consequently the jet pump length – is
varied (see Table 1b). A fixed velocity amplitude of |u1| = 0.2 m/s is used. A clear effect of
the taper angle on the total minor loss coefficient Ktot is observed as shown in Figure 3: an
increased taper angle leads to a decreased minor loss coefficient and thus to a decreased jet pump
performance. Note that Ktot from simulation results is now based on a fixed velocity amplitude.
These results are similar to those reported in the literature for the range of α = 3◦ to 10◦, but
show a dramatic decay in Ktot for higher taper angles: from α = 20◦ on, no positive mean
pressure drop was measured at all. This behavior is confirmed by studying the vorticity field:
while for low taper angles the vortices propagate purely rightwards, at higher taper angles the
vortex shedding becomes symmetric and vortices propagate in both directions. A detailed study
of the vortex shedding and flow separation will be reported in a future publication.

4. Conclusion

A CFD model for the oscillating flow through a jet pump is developed and compared with earlier
work. Total minor loss coefficients have been calculated, and in comparison to the theoretical
values there is good agreement between simulation results and reference data. The effect of the
taper angle has been studied, and for small taper angles the simulation results are equivalent to
those reported in the literature. Moreover, for higher taper angles a dramatic decay in Ktot is
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Figure 3: Effect of taper angle α on total minor loss coefficient Ktot for |u1|JP = 0.2 m/s. Solid
line indicates results derived from [6], black squares (�) indicate simulation results.

observed which had not previously been reported. This certainly puts a price on the achievable
pressure drop for compact jet pump designs.

The presented CFD model serves as a starting point for the numerical calculation of minor loss
coefficients and a further validation of the used numerical methods will be carried out. Future
research will focus both on a detailed explanation of the observed flow phenomena and on
improved jet pump design criteria for compact thermoacoustic applications.
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Abstract: This paper deals with the problem to derive a marginal condition for the onset of 
spontaneous thermoacoustic oscillations of a gas in a circular tube, subject to a variable shape 
of the temperature gradient along the side wall, with one end rigidly closed and the other 
closed by a piezoelectric element converter. In this study the acoustic impedance of the piezo 
element is arbitrary in order to achieve marginal conditions between those exhibited with 
rigidly closed end, and those with end opened onto free atmosphere. Moreover, marginal 
condition is outlined adopting a variable shape of the temperature gradient with respect to the 
position of the stack along the tube. The solution includes all dissipative effects related to the 
compressive and shear viscosity and the heat transmission in the boundary layer at the side 
wall and end wall. 
 
1. Introduction. 
This study investigates one of the promising candidates in the field of energy conversion, 
namely a standing waves thermoacoustic engine. In thermoacoustic systems heat is converted 
into acoustic energy and vice versa.  
 
Nomenclature 
pe = p0 value of the uniform pressure related to the equilibrium state, [Pa]; 
Te  local gas temperature in equilibrium conditions, [°C]; 
ρe  local gas density in equilibrium conditions, related to the local temperature , 
[kg/m3]; 

  kinematic viscosity, related to the local temperature , [m2/s]; 
  local sound speed in equilibrium conditions, related to the local temperature , [m/s]; 
 specific heat capacity at constant volume of working fluid, [kJ/kg°C]; 
 specific heat capacity at constant pressure of working fluid, [kJ/kg°C]; 

TH temperature at the hot, closed end, [°C]; 
T0 temperature at the cold, open or piezo system mounted end, [°C];  radius of the tube 
[m]; 
γ  cp/cv;    = Prandtl number; ; +Pr; 

 = angular frequency, [1/s]  dimensionless angular frequency; 
ux velocity in the axial direction, [m/s]; ur = velocity in the radial direction, [m/s]; 

, represent a measure of how is deep the boundary layer respect to the radius R 
   calculated for  at the low end wall temperature and C is a gas 

constant. 
  frequency equation is obtained in the zero and in the first order by expanding 

the wave perturbed pressure equation with respect to b ;   = 
imaginary part; 

 (“p” region) domain were the temperature gradient is negative and 
characterized by a slow slope. Quantities are designated by attaching a 
subscript “p” (e.g. , , ); 
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 abscissa at the end wall where is placed the piezo-system converter. The temperature in 
this point is the lowest one and is indicated by ; 

 (“n” region) domain were the temperature gradient is negative and 
characterized by an high slope. Quantities are designated by attaching a 
subscript “n” (e.g. , , ); 

 abscissa value that localize the position of the end wall resonator respect to the 
origin of the system reference. The temperature in this point is the highest one 
and is indicated by ; 

 length of the tube, [m]; 
 abscissa value that localize the point where the slope of the temperature 

gradient changes dramatically his value and  is equal to ; 
 is a parameter that governs the magnitude and the sign of the slope of the 

temperature gradient in the “p” region so that ; 
 is a parameter that governs the magnitude and the sign of the slope of the 

temperature gradient in the “n” region so that ; 

; ; 

; ;  where 
 is a parameter that governs the volume size of the resonator cavity  

 
A configuration of the system under study is shown in figure 1 
 

 Piez

 
Figure 1: Schematic of standing-wave thermoacoustic engine  integrated with a piezoelectric membrane (TAP). 

 
The right theoretical frame in order to get the marginal condition was derived by Rott [1] 

[2] [3] and afterwards it was completed by Wheatley [4] and Swift [5]. Rott’s works are about 
quarter wave length tube. The linearized problem requires to solve an eigenvalue problem for 
a second-order differential equation with variable coefficients in terms of the excess pressure 
wave. For smooth temperature distributions, this is a formidable task. Indeed Rott gave up the 
smooth profile of the temperature and adopted a discontinuous trend, thereby imposing a 
drastic discontinuity, though it is rather difficult to achieve experimentally. In 2001, the 
excellent work of Sugimoto et al [6,7], shed some light on what happens on the onset of 
thermoacoustic oscillations. Thanks to his work was discovered the mechanism whereby the 
boundary layer, under an appropriate temperature gradient, is able to supply a work to the 
wave pressure propagation up to exceed dissipative effects of the viscous boundary layer. 

In what follows, this work adopts the Sugimoto’s approach with only two minor extensions 
with the aim to offer two points of generalization. The first one is related to the boundary 
condition at one end, because the complex value of the piezoelectric impedance is taken into 
account, and the second effort is about the possibility to build a variable shape of temperature 
gradient by means of a sequence of piecewise parabolic distribution as shown in figure 2.  
 

Stack

0 L
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Figure 2: Some examples of the shape of the temperature imposed along the tube in stationary conditions. 
 

2. A problem with a boundary layer structure: the main lossless flow and the viscous – 
thermal boundary layer 
Here, we assume that the field of the acoustic flow has a boundary layer structure, which 
means that the influence of viscosity is confined to a thin layer near the wall. The flow is 
basically divided in a boundary layer region and the flow outside of it, namely the main flow.  

By using the two system of equations regarding the main flow and the boundary layer on 
the side wall, it is possible to write down equation (1); that is a second order differential 
equation with variable coefficients of the axial coordinate “x” involving the Fourier transform 
“P” of the excess pressure , in the main-flow region.  
 

    (1) 
 
Equation (1) has been proposed by Sugimoto, (see eq. 23 in [7]) and it was used to get the 
stability analysis for the marginal conditions. 
 
3. Boundary conditions at the ends wall of the tube.  
When the tube is rigidly closed at one end and open on the other side, the boundary conditions 
for the main flow are well known, namely: 

 at the closed end;   at the opened end.  

By using the idea of a renormalization of eq. (1) and in the framework of the first-order 
theory of the boundary layer, the frequency equation is then derived from the boundary 
conditions at the both ends of the tube when the temperature distribution is parabolic, from 
which the marginal condition, eq. (2), is obtained in closed form, in terms of the 

dimensionless angular frequency, , as a function of the ratio, TH/T0; 

     (2) 
where  is a parameter that sets the slope of the parabola: 

 , are the wave-numbers and they are given by: 

 with . The solid curve in figure 3 shows the frequency of 
the neutral oscillations in the lossless case, as the magnitude of the thermoviscous effects 
increases, the value of sigma and temperature ratio decreases along the solid curve, but tends 
to deviate from the lossless trend  
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Figure 3: Sugimoto’s case: marginal curve when a parabolic temperature gradient is imposed along the side wall 

tube. One end is opened and the other is rigidly closed. The curve represented in dashed lines is adopted for 
lossless case, whereas continuous is referred when loss are taken into account. 

 
4. New boundary conditions 
The effort of this work is to get new boundary conditions when the tube is rigidly closed at 
one end and at the other side is closed by means of a piezoelectric element with a variable 
impedance and the side wall is subject to a variable shape of the temperature. Eqs. (3) and (4), 
in the frequency domain, respectively represent the new boundary condition in x = Lp, where 
piezoelectric element is placed and the boundary condition in x = 0 where end wall is rigidly 
closed. 

    (3) 

where and  is the impedance of the piezoelectric 

system.  

     (4) 

When Zpiezo goes to ∞ (referred to the physical condition where end wall is rigidly closed), the 
new boundary condition converges just to the previous one, in accordance with Sugimoto et 
al. [7].  
 

 (5) 
Quantities in equation (5) not defined yet, are explained in appendix A. A set of marginal 
curves in the loss case, as a function of the piezo-impedance, and the shape of the temperature 
trend (in terms of L* and Lp) is depicted in figures 4, 5 and 6. 
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Figure 4. Marginal curve when a parabolic temperature gradient is imposed along the side wall tube. One end is 
opened and the other is closed by a piezo-electric element. The acoustic impedance of the piezo-element is 

arbitrary in order to achieve marginal conditions between those exhibited with rigidly closed end, and those with 
end opened to free atmosphere. 
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Figure 5. Marginal curve when the temperature trend is stretched due to different position of the stack, (L* is 
different from zero). The curve represented in dashed lines is adopted for lossless case, whereas continuous is 

referred when loss are taken into account. One end is opened and the other is closed by a piezo-electric element 
with its impedance equal to zero. 
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Figure 6 Marginal curve when the temperature trend is stretched due to different length of the tube respect to the 
position of the stack, (Lp is different from zero). The curve represented by dashed lines is for the lossless case, 
whereas the continuous line is referred when losses are taken into account. One end is opened and the other is 

closed by a piezo-electric element with its impedance equal to zero. 
 
1. Conclusion 
In this work, the main improvements to the best of our knowledge are summarized below. We 
found an analytical solution for the marginal conditions as a function of the value of the 
impedance of the piezoelectric element placed at the end wall of the tube. This solution is not 
only limited to the boundary conditions of opened and rigidly closed end.  

The shape of the temperature gradient along the axial direction of the tube is variable and it 
is possible to realize changes where the slope is able to approximate at best the real 
temperature trends, as a function of the position of the stack along the tube and its length.  

Based on the shape of the temperature gradient and the impedance of the piezoelectric 
element it is possible to determine the minimum threshold value for the temperature gradient 
required for the onset of oscillations. 

Thanks to the flexibility of our model it is possible to get a theoretical prediction in order 
to match the resonant frequencies with the temperature ratio as a function of the electric load. 
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Appendix A 
 
Hereafter are listed all quantities that appear explicitly in eq. (5).  

;  ; 

; 

; ; 

; 

; 

; ; ; 

;  ;   

 ; 

;

 ; ; 

;  
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Abstract: Flow dynamics in the stack and heat exchangers of a standing wave thermoacoustic 
engine are studied using 2D numerical simulations. The numerical approach is based on 
asymptotic coupling in the low Mach number limit, of a nonlinear dynamic model in the 
active cell with linear acoustics in the resonator. Computed results of the periodic regime are 
analyzed and exhibit two main features: instability and vortex dynamics. 
 
1. Introduction 
 
A simplified model of a loaded thermoacoustic engine consists of a long tube closed at one 
side and loaded at the other side, inside which the active cell is placed. The active cell 
comprises a stack of parallel plates placed between two heat exchangers. One heat exchanger 
is connected to a hot source and the other to a cold source. The combined effect of pressure 
fluctuations and oscillating heat exchange in the boundary layers on the stack plates provides 
a heat engine effect [1, 2, 3]. A multiple scale formulation allows for the global compressible 
flow problem to be reduced to a dynamically incompressible problem in the active cell, with 
boundary conditions obtained from linear acoustics in the resonator. The detail of this analysis 
can be found in [4, 5]. 
In the literature there are few studies dedicated to nonlinear hydrodynamics inside the active 
cell. The purpose of this paper is to show and analyse numerical results on flow dynamics in 
the periodic regime, such as instability and vortex dynamics. After a brief introduction of the 
model and the numerical method, the computed results of the periodic regime are presented 
and discussed in two steps:  first, the influence of the load on the onset temperature and 
saturation is presented, validating the choice of the load value. Then, the flow patterns, 
temperature field and vorticity field are analysed and a possible mechanism of the observed 
instability is discussed qualitatively.  
 
2. Numerical approach 
 
2.1 Geometry and model  
 
The geometry consist of a long resonator with length , within which an active cell with 
characteristic stack length  is placed. The active cell consists of a stack of parallel plates 
and two heat exchangers (heater and cooler). The heater and the cooler are also made of 
parallel plates. We assume the vertical periodicity, so that the simulation can be reduced to a 
domain consisting of two half-plates and the space between them, and the corresponding 
fraction of the resonator cross-section. The active cell is small compared to resonator length, 
therefore two characteristic length scales are to be considered,  and . The geometry of 
the entire resonator is shown in Fig. 1 (top). The resonator dead end is located at , 
while the other end consist of a load modelled as a real impedance  at the fixed location 
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, with . The active cell is considered as a discontinuity section 
positioned at .  
Turning to the stack scale, the geometry of the active cell is shown in Fig. 1 (bottom) and 
boundaries with the resonator are pushed to infinity. This represents the simulation domain. In 
our case, the length is 5 and the height is .  
 

 

 
 

Figure 1: Geometry of linear acoustic system (top) and of active cell (bottom). 
 
The multiple scale formulation is obtained with a perturbation asymptotic method, described 
in detail elsewhere [4, 5]. Key assumptions are that velocities are small compared with the 
speed of sound, and that the flow sweeps a length of the order of the length of the stack. 

These assumptions lead to a reference Mach number   . Under these assumptions, 
the flow in the resonator is characterized by lossless linear acoustics with all dissipation 
concentrated on the loaded end, and the flow in the active cell is described by nonlinear 
dynamically incompressible model.  
At solid boundaries, continuity of temperature and heat flux and no slip condition are 
imposed. Temperature  is fixed on the heater plates, and  is also fixed on the 
cooler plates. In the stack plates, the heat conduction equation is solved. The boundaries of 
the heat exchangers are considered adiabatic.  
Matching these two solutions in the standard way provides appropriate boundary conditions to 
the flow inside the heat exchanger section, depending of the impedance value at the load end. 
From the standpoint of resonator acoustics, the heat exchanger section is transparent to 
pressure but provides a source of volume, as a result of the thermoacoustic effect. 
 
2.2 Numerical method 
 
The numerical solution is based upon a finite volume code solving the Navier-Stokes 
equations under low Mach number assumption [6]. Diffusion is solved implicitly and 
advection is explicit. Accuracy is second-order in both space and time. In the lossless 
resonator, acoustics in the two parts can be expressed as two plane waves that move 
respectively left and right at the speed of sound. At tube ends, using the boundary conditions, 
the relationship between the incident wave and the reflected wave are expressed as relations 
between the Riemann invariants, and written on characteristics at the left/right boundaries of 
the active cell as Riemann invariants considered at previous time. The acoustic pressure does 
not appear in the active cell, but it modifies these boundaries conditions at each time step. 
A Cartesian regular two-dimensional mesh of the active cell is used in the current work 
(4096 64 grid points, i.e. 9 grid points across the stack half-plate width, and 37 grid points 
along the gap between heat exchanger and stack). The numerical calculation is performed 
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with the following initial condition: a random noise for the velocity field in the whole 
resonator and a steady state heat conduction condition for the temperature field inside the 
active cell and constant temperature in the resonator (  for the hot part and  for the cold 
part). In order to satisfy a stability criterion (CFL=0.025), the time step must be reduced with 
the increased horizontal velocity, so that from the initial state to the periodic regime, the 
whole simulation could be extremely long (about 400 reference acoustic periods), with 200 
(initial amplification) to 10000 (periodic regime) time steps per reference acoustic period.  
 
3. Results and discussions 
 
3.1 Reference configuration 
 
Results were obtained for an existing thermoacoustic engine described in [7]. The active cell 
is inserted in a long resonator tube, closed at both ends. Viscous dissipation inside the 
resonator plays the role of the load.  The experiment uses helium under pressure ( ), and the 
cold temperature is considered as the reference temperature,  = 293 K. The reference 
acoustic time ( ) is approximately equal to 1 ms. 
All parameters of the experimental configuration are listed in Table 1. The gap between the 
stack and the heat exchangers ( ) was arbitrarily chosen to be equal to twice the plate 
spacing.  
 

 (m)  (cm)  (mm)  (mm)  (bar)  (K)  (ms) 
1 3.5 1.06 1.54 4.4 351.6 1 

 
Table 1: Geometry and condition of experimental device 

 
Analysis of numerical results for initial amplification shows that the load plays an important 
role to the onset of a thermoacoustic engine. For a given value of a load , there is a 
corresponding critical heater temperature, corresponding to each acoustic mode. The limit 
when  is infinite corresponds to a closed end and the limit when  is zero corresponds to 
an open end. In order to validate the load model, we identify the load value corresponding to a 
given experimental setup (  bar, K) from the experimental stability curve 

of the fundamental mode [7]. We obtain a load value of 171.36 . Numerical 
simulation for this case indicates that the first mode (fundamental) is the most unstable, in 
agreement with the experiment.  
When the heater temperature is further increased for the same mean pressure value, the 
numerical simulation with the same load value gives the next critical heater temperature 

 K, and both modes 1 and 2 are unstable, again in agreement with experimental 
results in [7].  
In order to study the periodic regime, for a given value of , we have to choose the heater 
temperature just above the critical value. By trial and error, we have found that high values of 
heater temperature (for example  K) require long numerical calculation for 
obtaining a saturated regime. Therefore, the previous load value is not suitable. Numerical 
experiments showed that, in order to obtain the periodic regime faster we have to choose a 

higher . Here for a load of 1523.2 , and the same mean pressure, we obtain the 
critical heater temperature = 345.7 K. The periodic regime is obtained for  K. 
The entire simulation takes about 160 hours CPU time on an INTEL XEON. 
3.2 Analysis of periodic regime 
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In this section, the periodic regime is discussed in detail. All results are presented below using 
dimensionless values.  
Fig. 2 (left) shows the time evolution of the acceleration and the velocity at the left entrance 
of the simulation domain over one acoustic period. Fig. 2 (right) shows the temperature field 
over the entire active cell at selected times during the period. Due to the presence of the gap 
between the heat exchangers and the stack, the temperature gradient along the stack is only 

 of the maximum temperature gradient ( ). The whole acoustic cycle is divided into 21 
equal phases. There is interplay between acceleration of the flow and the longitudinal 
temperature gradient resulting in instability of the Rayleigh-Taylor type. Between the 
entrance and the exit, the flow has different densities, because of the longitudinal temperature 
imposed through the heat exchangers. If the hot light fluid is pushing the cool heavy flow, the 
instability occurs. When the acceleration switches its direction, the flow restabilizes. Here, 
flow acceleration is directly related to acoustics in the resonators.  
 

00  
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2

3

0

4

heater coolerstack  
Figure 2: Left: Time evolution of acceleration and velocity at the left entrance of the 

simulation domain, evolution over one the acoustic period, times 1 to 21. The four points 
marked on the graph are used in Fig.3. Right: Temperature field over the entire simulation 

domain at selected times shown by the arrows. 
 
Fig. 3 shows the instantaneous temperature field and the streamlines (left column), and the 
corresponding vorticity field (right column) between the stack and the heater at 4 different 
phases of the acoustic cycle (shown in Fig. 2). As expected, one can observe that vortices are 
generated between the heater and the stack where sudden changes of the cross section exist. 
Likewise, vortices can be also observed at inlet and outlet of heat exchangers, and between 
the stack and the cooler (not shown in Fig.3). All vortices are symmetrical in the active cell.  
From time 1 to time 4, vortices accumulate and roll into the gap between the heater and the 
stack as long as the flow velocity is significant. Time 1 corresponds to the beginning of flow 
reversal, and the two vortices grow and move out of the gap. At time 2, vortices move toward 
the center of the channel. From time 2 to time 3, vortices are sucked outside of the gap area 
and move toward the right, and recirculation vortices becomes visible in the boundary layer. 
This continues between time 3 and 4, and finally the plate spacing between two plates of stack 
can be divided into two boundary layers regions and the domain outside of it. The boundary 
layer regions absorb the two vortices close to the stack plates, and vortices disappear 
gradually.  A quantitative study of these effects is currently in progress. 
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Figure 3: Temperature and streamlines (left) and vorticity fields (right) between the hot heat 

exchanger and the stack at 4 different time phases (marked on Fig. 2-left). 
 

4. Conclusion 
Using a direct simulation, an experimental device of a complete thermoacoustic engine was 
analysed. In order to obtain the saturation faster, we use a high load value leading to the lower 
onset temperature. Since due to the temperature difference between the hot and cold heat 
exchangers, a longitudinal temperature gradient exists, and since both oscillating flow and 
cross-section changes result in oscillating flow acceleration, the combined effect of the these 
two features results in a destabilizing/restabilizing mechanism of the Rayleigh-Taylor type. 
Likewise, the vortex dynamics associated with cavities and step like cross-section changes 
under oscillating flow show interesting features that are observed in the results, interplaying 
with temperature gradients and accelerations. 
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Abstract: The entrance effects at a stacked screen heat exchanger are investigated with two 
CFD test cases. The first CFD test case models an ideal heat exchanger adjacent to an open 
space. The influence of the heat conduction on the mean temperature is shown. The second 
test case models two screens of a stacked screen regenerator as two inline cylinders. The 
mean temperature profile is compared to the numerical solution of a reduced model equation. 
It is shown that viscous effects do not influence the mean temperature profile at low 
amplitude. 
 
1. Introduction 
 
Thermoacoustic refrigerators pump heat from a cold heat exchanger to an ambient heat 
exchanger while consuming acoustic power. The thermoacoustic heat pumping occurs in the 
regenerator, which is situated between two heat exchangers. On the other side of the cold heat 
exchanger a thermal buffer tube is placed in order to insulate the cold heat exchanger from the 
secondary ambient heat exchanger, while transferring the acoustic power [1]. Storch et al. [2] 
reported a distorted temperature profile within the thermal buffer tube, which does not follow 
the linear thermoacoustic theory derived by Rott [3] and reviewed by Swift [4]. This is due to 
the violation of the assumption that the displacement amplitude ߦଵ is much smaller than all 
other relevant dimensions in the wave propagation direction. In common thermoacoustic 
refrigerators the length of the heat exchanger is comparable with the displacement 
amplitude	ߦଵ [4]. In this case the convective effects ሺݑ ∙  ܶ at the entrance of the heat	ሻ
exchangers are not negligible as they lead to a change in mean temperature, which can be on 
the order of the adiabatic temperature oscillation. This nonlinear effect leads to an increase in 
thermal losses, as a steeper temperature gradient occurs in the thermal buffer tube [2].  
 
The change in mean temperature was qualitatively explained by Swift [4] and Kittel et al. [5] 
by following gas parcels which start within two displacements amplitudes of the entrance of a 
heat exchanger in the Lagrangian point of view. Summing at one position in the Eulerian 
point of view the temperature of the gas parcels, the mean temperature profile close to the 
entrance of the heat exchanger can be obtained. This leads to a joining condition in the mean 
temperature which is widely accepted and implemented in one-dimensional codes like 
DeltaEC [6].  
Analytical solutions were derived by Matveev et al. [7] and Gusev et al. [8] for the simplified 
case in which both the heat conduction in the wave propagation direction as well as the 
viscous effects are neglected.  
Next to the analytical solution, also numerical models that include heat conduction in the 
wave propagation direction were presented by Matveev et al. [9] and Berson et al. [10]. These 
results were compared to experimental results and showed good agreement, but still left some 
questions open [9].  
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In this paper the results of a numerical model similar to the one presented in Matveev et al. [9] 
and Berson et al. [10] is compared to computational fluid dynamics (CFD) simulations. Two 
CFD models are presented and compared to the simplified models.  
 
2. Method 
 
In this paper two CFD models and two simplified models are applied in order to estimate the 
mean temperature profile close to the heat exchanger in a thermoacoustic heat pump. The 
CFD models are based on the commercial finite volume code ANSYS Fluent 14 [11]. The 
working fluid is helium at a mean pressure of  ൌ 1atm and at a temprature of ܶ ൌ 300K. 
In total five periods are simulated and the mean temperature is calculated by averaging the 
last period. In both models a traveling wave with a frequency of ݂ ൌ 100Hz is modeled. The 
wave enters at the left side of the domain and leaves it at the right, through a non-reflecting 
boundary. 
 
CFD models 
 
The first test case consists of an ideal heat exchanger, with an open area. The model and the 
boundary conditions are presented in Figure 1. The ideal heat exchanger at the left of the 
domain is modeled with help of a dedicated acoustic boundary condition implemented via a 
Fluent User Defined Function (UDF), which is similar to the one described in Liao [12]. This 
boundary condition imposes the pressure at the boundary such that a traveling wave is 
introduced at the left of the domain with a pressure amplitude of ଵ ൌ 100Pa. This wave 
travels through the computational domain and exits at the right, through another non-
reflecting boundary condition. The two acoustic boundary conditions differ in the way the 
temperature of the incoming fluid is calculated. At the left boundary it is assumed that the 
incoming fluid is isothermal, in order to model the ideal heat exchanger. At the right boundary 
the temperature of the incoming fluid is calculated from the pressure assuming adiabatic wave 
propagation. The horizontal boundary conditions are set to be periodic. The total domain is 
five displacement amplitudes ߦଵ long and 0.04 displacement amplitudes ߦଵ high. The domain 
is discretized by 100 elements per displacement amplitude in both spatial directions.  

 
Figure 1:  Boundary conditions of the thermal entrance effects model in case of an ideal heat 

exchanger. 

The second case models the entrance effects for a simplified model of a stacked screen heat 
exchanger. As the main focus is on the entrance effects, only two screens are taken into 
account. The screens are modeled as an array of cylinders, reducing the problem to two space 
dimensions. Using periodic boundary conditions the domain can be simplified as shown in 
Figure 2. At the left and right of the domain the acoustic boundary conditions are applied such 
that an acoustic wave enters the domain at the left and exits at the right without reflection. 
The incoming wave has a pressure amplitude of ଵ ൌ 250Pa. The temperature of the 
incoming fluid is calculated from the pressure assuming adiabatic wave propagation. The 
screens are assumed isothermal and a no-slip velocity boundary is imposed. The radius of the 
cylinders is ܴ ൌ 0.046 ∙ ଵ and the centre of the cylinders are separated by 6ߦ ∙ ܴ. The total 
domain is ܮ௫ ൌ 14.5 ∙ ௬ܮ ଵ long andߦ ൌ 10 ∙ ܴ high.  

Fluid domain 
Acoustic BC 
isothermal 

periodic 

Acoustic BC 
adiabatic 

408



 
Figure 2: Boundary conditions of the stacked screen heat exchanger test case. 

 
Simplified models 
 
The aforementioned CFD models are compared against two simplified models. The first is the 
analytical solution derived by Matveev et al. [7] and the main assumptions for the derivation 
are:  

- No viscous wall effects occur, one dimensional acoustics. 
- No heat conduction besides the temperature gradient imposed by the heat exchangers. 
- The pressure is spatially constant. 

In the CFD models presented above a traveling wave is investigated with no temperature 
gradient. In this case the analytical solution for the mean temperature can be written as [7]: 

The second simplified model solves the temperature equation numerically. While Matveev et 
al. [9] solved the temperature equation in the Lagrangian point of view, Berson et al. [10] 
solved the dimensionless temperature equation in the Eulerian coordinates. In this paper the 
second point of view is chosen and the following temperature equation is solved: 

where the factor ܭ is the heat transfer coefficient between the heat exchanger and the fluid. 
Outside of the heat exchanger, K is set to zero. The pressure and the velocity are imposed 
assuming both a traveling wave and no spatial variations: 

The temperature equation is solved with the MATLAB function pdepe(), which solves initial-
boundary problems for parabolic partial differential equations in one-dimension. The 
temperature is calculated for five periods and the temperature is averaged over the last period.  
 
3. Results and discussion 
 
The results for the two CFD models are discussed separately in the following subsections.  
 
Ideal heat exchanger model 
 
In this subsection the simulation results of the ideal heat exchanger CFD model are presented. 
The mean temperature profiles for two simulations are shown in Figure 3 over the 
dimensionless ݔ-coordinate. The blue dotted line shows the mean temperature assuming a 
heat conductivity of ߢ ൌ 0.152W mK⁄  corresponding to helium. A clear minimum in the 
mean temperature can be seen within one displacement amplitude of the ideal heat exchanger. 
Furthermore, at the right of the domain heat is conducted towards the outside of the domain. 
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In Figure 3 the green line shows the mean temperature profile with zero heat conductivity. In 
this case the effect of the ideal heat exchanger only extends within two displacement 
amplitudes	ߦଵ. The black dashed line in Figure 3 shows the analytical solution given in 
Equation (1). The analytical solution overlays the green line as in both cases no heat 
conduction is assumed. It can be concluded that the applied boundary condition is correctly 
implemented and that the boundary can model an ideal heat exchanger. When heat conduction 
is taken into account in the simulation, the minimum temperature is smoothed out. Heat is 
conducted into the rest of the domain and the mean temperature profile is influenced beyond 
two displacements amplitudes	ߦଵ. The figure also indicates that additional losses are 
introduced due to the conduction over the right boundary [2]. 

 
Figure 3:  Deviation of the mean temperature normalized with the 

adiabatic temperature amplitude and plotted over the 
dimensionless ݔ-coordinate.  

 
Stacked screen model 
 
In this subsection the results for the stacked screen CFD model are discussed. The 
temperature is averaged over the fifth period and plotted over the dimensionless ݔ-coordinate 
in Figure 4. The two cylinders modeling the stacked screen heat exchanger are located at 
ݔ ⁄ଵߦ ൌ 0. The profile is point symmetric around this point and the entrance effects on both 
sides of the heat exchanger are modeled. The black dash-dot line shows the numerical 
solution of the simplified model with a ܭ-value chosen to fit the CFD simulation. The two 
mean temperature profiles are in good agreement with each other. This is also the case with 
the temperature profiles averaged over the first four periods. In other words, the viscous 
effects, which are neglected in the simplified model, do not have a large influence on the 
mean temperature profile at low pressure amplitudes. 
 
4. Conclusion 
 
A first step was taken with CFD to investigate the entrance effects near a stacked screen heat 
exchanger. Two CFD models were presented. From the first model it could be concluded that 
the dedicated boundary condition, modeling the ideal heat exchanger was correctly 
implemented and worked well. Furthermore, it is shown that heat conduction flattens the 
mean temperature profile compared to the case without heat conduction. With the second test 
case it is shown that solving only the one dimensional heat equation, Equation (2), for a given 
pressure and velocity gives similar results compared to CFD: i.e. viscous effects do not play 
an important role at low amplitudes. 
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In future work the regenerator model will be extended so that high pressure amplitude 
simulations can be carried out with various phasing between pressure and the velocity. This 
will allow the investigation of the influence of vortex generation on the heat transfer in the 
oscillating flow and provide a better understanding of the heat transfer in a stacked screen 
heat exchanger. 

 
Figure 4:  Temperature amplitude averaged over the fifth period 

normalized with the adiabatic temperature amplitude and 
plotted over the dimensionless ݔ-coordinate.  
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In this study thermoacoustic heat pumping is simulated numerically. The device consists of a 
straight wave guide closed at the left end whereas an acoustic wave is generated at the right 
end of the tube usinga loudspeaker. A stack of parallel plates is placed near the left end of the 
tube. As a result of proper coupling between the acoustic wave and the solid stack plates, heat 
is pumped from the right to the left of the stack.

It is assumed here that thermal and viscous effects are localized near the stack plates, a 
domain therefore called the “active cell”, considered short with respect to resonator’s length. 
The flow inside the active cell is nonlinear and modeled with a low Mach number 
approximation [1-2]. The flow is assumed to be inviscid, isentropic and unidirectional in the 
remainder of the resonator. Therefore, the effect of the loudspeaker is straightforwardly used 
as prescribed velocity and acoustic pressure conditions on the right part of the active cell. The 
part of resonator left of the active cell is short, and therefore the temperature is assumed to be 
homogeneous, and the related speed of sound will vary slowly in time as a result of heat 
pumping. Proper matching between both parts of the device results in specific velocities at the 
left end of the active cell which are calculated using linear acoustic equations in the resonator. 
The periodicity of the stack plate arrangement results in reducing the active cell to a slice 
between two half-plates of the stack, extending into the resonator on both sides, with a total 
domain length of twice the stack length. The compressible Navier-Stokes equations in the low 
Mach number approximation are solved in this computational active cell domain. The 
solution is obtained using a finite volume code, second order accurate in time and space [3]. 

The simulation gives time dependent temperature, velocity and density fields inside 
the active cell until the establishment of a mean temperature gradient along the stack as a 
result of heat pumping. The mean velocity flow in also analyzed and the results are compared 
with the literature. 
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Abstract: Sound attenuation had always been an interesting topic of investigation. The low 
frequency range investigated by researchers is usually from few hundreds to few thousands of 
Hz, still far away from the interesting zone for a low frequency thermoacoustic engine which 
operates in only 30-150 Hz. An acrylic straight tube configuration is used to investigate the 
effectiveness of different absorbing materials by using multi-microphone impedance tube 
technique. Results show the elastic termination has better attenuation characteristics 
compared to other alternatives. The results were also compared with the DeltaEC simulation. 
 
Keywords: Thermoacoustic, Low frequency, Impedance tube, Attenuation, DeltaEC 
 
1. Introduction 
 
The thermoacoustic engine is a device that converts heat to sound energy. Thermoacoustic 
engines work according to Rayleigh’s criterion [1]. The SCORETM thermoacoustic engine is 
a waste-heat driven travelling-wave engine utilises the waste heat from a cooking stove to 
create travelling acoustic oscillations through a closed loop at an operating frequency of 30-
150 Hz [2]. To simulate the engine a speaker is used to generate sound waves at one of the 
termination ends in a straight tube, passive attenuation can be used to experimentally obtain a 
travelling wave using suitable absorbing material in an open loop, simulating the conditions 
of the engine while being able to control the frequency and amplitude of the wave. The sound 
absorption coefficient is an important indicator to determine how much sound energy is 
dissipated and reflected. There are several methods to determine the acoustic properties of a 
material with the aid of a commercial impedance tube setup.  The standing wave impedance 
tube method makes use of the measured standing wave ratio (SWR) for a specific frequency 
in the tube to determine the acoustic properties by means of a microphone. The advantage of 
this method is that it is not necessary to calibrate the microphone. The disadvantages to this 
method are the complex setup with a movable probe and the time needed to find the location 
of the maximum and minimum pressures [3]. 

Seybert and Ross [4] proposed a different method for impedance tube measurements 
of sound absorption using the pressure readings at two positions, called the two-microphone 
method, which was faster than the SWR method. The acoustic wave response is separated 
into its reflection and incident components using a transfer function between the 
microphones. Chu [5] improved this method by including the tube-attenuation effect, 
allowing the microphones to be placed far away from the sample. Boden and Abom [6] found 
that the two-microphone method has its lowest sensitivity when the two microphones are 
separated by a quarter wavelength. The influence of errors in the two-microphone method has 
been investigated [7]. Chu [8] has proven in order to obtain accurate results, one of the 
microphones has to be placed close to the minimum pressure. The drawbacks are that its 
accuracy significantly degrades at large wavelengths and at microphone separations near one-
half wavelength [9]. Jones and Parrot [10] described the multiple-microphone method on the 
pressure measurements at more than three positions. The multi-microphone method has no 
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restriction on microphones separation relative to wavelength and allows results to be plotted 
with a single line based on the transfer function of a few microphone combinations. Another 
improved method uses least squares curve fitting to optimize the response of all the 
microphone positions to produce results with minimum error [11]. This paper focuses on 
measuring the acoustic properties using the least squares technique with the aid of multi-
microphone impedance tube system. The current study also includes the comparison with the 
numerical results produced by the DeltaEC predictions [12]. 
 
2. Least Squares Technique 
 
The formulation of this method was developed based of an imaginary source equidistant from 
the specimen in an impedance tube but in the negative x-direction as depicted in fig 1. 
 

 

 
 

+ve x  ‐ve x0 0

Actual source, A  Imaginary source, 
B=RA 

Figure 1: The impedance tube setup for two-microphone method. 
LL 
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The imaginary region is symmetrically mirrored at the end of the specimen from the actual 
source region. The amplitude of the imaginary source is given by 
 

B = RA,  (1) 
 
R is the complex reflection factor and A represents the amplitude of the actual source in Eq. 
(1). The relationship between the measured pressure from each microphone and both of the 
sources can be deduced with the aid of Green’s function as shown in Eq. (2): 
 

   (2) 

where P1 and P2 are the pressure readings from the microphone 1 and 2 respectively. g1A is 
the Green’s function that relates the  output of microphone 1 to the input of the actual source, 
A where g1B is the Green function that relates the output of microphone 2 to the input of the 
imaginary source, B. Same relationship apply for Green functions, g2A and g2B with respect to 
microphone 2. Considering a plane wave is propagating in the tube, the Green functions can 
be expressed by Eq. (3): 
 

      

        (3) 

where ρo is the air density, c is the speed of sound, s is the cross-sectional area of the tube, L 
is the total length of the system, dx1 and dx2 are the distances between the sample and the 
microphone 1 and 2 respectively. k represents the wave number which is defined as 2πf/c. 
The transfer function, H12 is the pressure ratio between microphone 1 and 2 which can be 
rearranged to give the complex reflection coefficient, R as shown in Eq. (4) and (5). An 
optimised reflection coefficient, Ropt can be obtained by using a least squares solution with 
the aid of multi-microphone method. Eq. (6) can be used for any number of microphones M, 
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where m indicates number of each microphone in the tube. The absorption coefficient, α of 
the sample can therefore be determined by Eq. (7): 
 

          (4) 

 (5) 

       (6) 

          (7) 

3. Experimental Setup 
 
The experimental apparatus is composed of straight tubes and tapers which are made out of 
transparent acrylic plates. The total length of the system is 2.85 m and the wall thickness is 
5mm. The straight tubes have internal square cross-sectional area of 0.0081 m3 and the tapers 
have internal rectangular cross-sectional area of 0.0122 m2 respectively. Tapers are used at 
two ends of the tube to smoothen the acoustic flow. The working fluid is air at atmospheric 
pressure. One extremity of the tube is attached to a loudspeaker while the tested sample is 
placed inside a wooden speaker box at the other end. Three different types of excitation 
signals were examined namely: Uniform white noise, Gaussian white noise, and Swept sine 
signal. A total of six microphones are used to measure the sound pressure along the length of 
the tube with the aid of a data acquisition system. There are basically three different types of 
absorbing materials, sponge, honeycomb and egg tray as shown in fig 2. 
 

       (d) (b) (a) (c)

Figure 2: The four different types of materials that are under investigation: (a) Egg tray, (b) 
Honeycomb, (c) Sponge and (d) Egg tray and sponge combination. 

 
4. DeltaECTM Modelling and Simulation  
 
The Design Environment for Low-Amplitude ThermoAcoustic Energy Conversion (DeltaEC) 
model for the experimental setup is constructed by eighty three segments including the six 
Reverse Polish Notation (RPN) segments which are used to indicate the microphone locations 
and sixty three RPN segments after the HARDEND for the calculations of least squares 
technique. The impedance tube system is made out of six CONE segments and six DUCT 
segments. A total number of two GUESSes and two TARGETs are chosen. The first segment 
has always been a BEGIN segment and will be used as a loudspeaker that generates a 
sinusoidal wave in this case. Calculations have been done using a mean pressure Pm = 1 bar, a 
mean temperature Tm = 300 K and an acoustic pressure of 50 Pa. Air is used as working gas. 
Perspex is selected as the material for the components in the model with the aid of User 
Defined Function (UDF). The HARDEND acts as a rigid backing to reflect the acoustic 
wave. The GUESS vector, which has two components in this case, shows what variables 
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DeltaEC targets for a solution: the frequency and the volume flow rate. The initial guess of 
the frequency is 20 Hz and the initial value of the volume flow rate is 0.005 ms-1. 
 
5. Results and Discussion 
 
In the range of the tested frequency, the type of input signal was found to be of small effect 
on the reflection and absorption coefficients, which is a good evidence of the validity of the 
experimental setup. Fig 3 presents the reflection and absorption coefficients of the rigid plate 
for different types of excitation signal from the source. The aluminium plate was found not to 
be a perfect rigid backing, but the reflection coefficient was close to unity in the tested 
frequency range. Moreover, the swept sine signal has shown deviation from all other signals 
and the numerical simulation in the low frequency range up to about 65 Hz, but the reflection 
coefficients for all types of signals behave in a similar manner elsewhere. The DeltaEC 
results were found to be in an good agreement with the experimental results. However the 
coefficients were slightly overestimated by the numerical simulation at the frequency above 
120 Hz, this is due to nonlinear effects not taken into consideration by DeltaEC simulation.  
 

   

Figure 3: The results for reflection and absorption coefficients as a function of frequency 
when aluminium plate is used as the rigid backing. 

 
The performance of the different material combinations was also under investigation. The 
elastic end shows the highest absorption coefficient relative to the other attenuation 
alternatives. The elastic end is essentially an acrylic plate with a thickness of 0.5 mm. Other 
attenuation arrangements work better at higher frequency range (few kHz) but for low 
frequency range, the elastic end was found to be better as shown in Fig 5. A general trend can 
be clearly observed that all the tested materials show a maximum absorption coefficient at the 
frequency of approximately 50 Hz. The absorption coefficient is gradually decreased after the 
peak value with increasing frequency. A compliance volume (empty box) gives a rather low 
absorption coefficient as compared to the rigid end (aluminium plate) at the frequency below 
100 Hz. Whereas the absorption coefficient obtained for the rest of the absorbing material 
arrangements were higher than the rigid plate regardless of the frequency, which gives 
confidence in the validity of the results. Noting that the aluminium plate is approximately a 
rigid end and should reflect back most of the incident acoustic waves. Besides that, the 
sponge was found to have lower absorption coefficient compared to the elastic end, but it has 
a better absorption coefficient compared to all other materials or combinations of materials 
used in the frequency range above 50 Hz. All combinations of two materials performed better 
in the frequency range below 50Hz. With the inclusion of the sponge, all materials 
investigated exhibited a higher absorption coefficient when used in a combination of a pair of 
two materials together, compared with the case when each one is used separately. The sponge 
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and honeycomb combination was found to have a better absorption coefficient than the egg 
tray and sponge combination. 
 

 

Figure 5: The responses of absorption coefficient as a function of frequency for all the tested 
materials when uniform white noise is used as the excitation signal. 

 
6. Conclusions 
 
The experimental setup for a low frequency travelling wave thermoacoustic engine was 
successfully modelled and simulated with DeltaEC and the comparison of the two results 
showed a very good agreement for a rigid end situation. Eight materials and combinations 
were investigated to realise that using an elastic end will work better for low frequency 
attenuation applications. The selection of the attenuation material or combination of material 
should be done very carefully and is strongly dependent on the target frequency. The 
outcomes of this work will be used for further ongoing investigations on loss assessments of 
the low frequency thermoacoustic engine. The validated DeltaEC model will be used to 
investigate a wider range of alternative for better optimisation. 
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Abstract: Low cost thermoacoustic cooling system is still far beyond reach as it requires 
high-challenging pressurised gas which can only be obtained by using high cost fluids such as 
helium. This work investigates the potential enhancements of the thermoacoustic cooler using 
compressed air. The DeltaEC simulation is performed to study the coefficient of performance 
of the cooling system and the outcomes of this numerical simulation will be used to design a 
low cost thermoacoustic refrigeration system for developing countries. The study revealed the 
importance of the ambient duct length and the selection of the suitable frequency. 
 
Keywords: Thermoacoustic, Compressed air, Refrigeration, Standing-wave, DeltaEC, COPR 
 
1. Introduction 
 
Standing-wave thermoacoustic refrigeration is a green technology which uses 
environmentally friendly working fluids to replace hazardous refrigerants. Besides that, 
another potential over the conventional cooling system is that it is simple in structure and has 
no moving parts. Moreover their miniaturisation is possible and would provide small-size 
refrigerators [1-2]. The standing-wave thermoacoustic cooler can potentially be applied in a 
wide range of cooling temperatures, from room temperatures to cryogenic temperatures. 
There are only limited research work done on room-temperature thermoacoustic coolers 
which use gases such as air to generate cooling [3]. Standing wave thermoacoustic 
refrigerator developed were mainly focused on the lowest achievable temperature for 
particular refrigeration applications including natural gas liquefiers or sensor cooling [4-5]. 
Most of the research work done up to date is making used of a relatively long stack compared 
with the resonator length and using helium as working gas and has a limited cooling load. As 
a result, some standing wave thermoacoustic refrigerators could reach cryogenic temperatures 
but with cooling capacities less than 10 W [6-9]. Presently thermoacoustic devices have low 
efficiency mainly due to the technical immaturity in designing the components of the devices. 
Hence, significant efforts are still needed to improve the thermoacoustic devices overall 
performance. The fundamental components of a thermoacoustic cooler include a stack, a 
resonance tube, two heat exchangers, and a loudspeaker which acts as a source to generate a 
standing acoustic wave. One of the noteworthy literatures, Wetzel and Herman showed a 
maximum value of 0.5 Carnot efficiency for the stack but the coefficient of performance for 
the commercial refrigerator can only reach up to 0.4 [10]. 

Efforts have been made to optimise the design of thermoacoustic coolers by 
improving the stack geometry. Several experimental works have shown that the linear 
thermoacoustic theory provides the optimum design of the thermoacoustic stack [11-12]. In 
order to generate an optimised temperature gradient, the stack is positioned between the 
pressure antinode and node. The stack materials should have low thermal conductivity, high 
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heat capacity and an optimal value of the space between the stack layers. Tijani et al. 
investigated experimentally the optimisation of the stack spacing for maximum COP or for 
maximum cooling power [6-7]. It was observed that a stack spacing about three times larger 
than the thermal penetration depth is optimal for thermoacoustic cooling. Tasnim et al. 
conducted experiments on temperature fields at different locations on the stack plates and in 
the surrounding working fluid [13]. They found that axial heat transfer occurs in the stack 
extremities, as opposed to the hypothesis of a perfectly isolated stack used by Swift [14] in 
the linear thermoacoustic theory. The linear thermoacoustic theory prediction is based on the 
inviscid boundary-layer and short-stack approximation and neglecting the conduction of heat 
down the temperature gradient. Wetzel and Herman used a model based on the boundary 
layer approximation, and the short stack assumption to calculate the work flux and heat flux 
[10]. They optimised the system by adjusting nineteen design variables to achieve the best 
COP. Instead of using simplified work flux and heat flux equations, Minner et al. developed a 
design optimisation program that interacts with DeltaEC [15]. From a parametric study, they 
observed that the performance of the thermoacoustic refrigerator is sensitive to stack length, 
position, mean pressure and gas mixture, and less sensitive to the stack spacing.  

The performance of the thermoacoustic cooler can also be affected by the design of 
the heat exchangers. Hence, two heat exchangers attached to both sides of the stack must also 
be optimised. Nsofor et al. studied the convection heat transfer coefficient on the outside 
surface of the heat exchanger in the thermoacoustic refrigeration system [16]. Results from 
the study showed that higher mean pressure will result in a greater heat transfer coefficient if 
the thermoacoustic cooler operates at the resonance frequency. Akhavanbazaz et al. 
conducted experiment on the impact of the heat exchange area in obstructing gas flow [17]. 
They found that heat exchanger with larger thermal contact area increase the heat exchange 
between the heat exchanger fluid and the stack, but it reduces the cooling power and 
increases the work input to the stack. Most of the literatures conceived to date only 
experimental work. In the present study, a numerical model of an air-operated thermoacoustic 
refrigerator for domestic cooling is designed with the aid of a linear one dimensional 
thermoacoustic software, DeltaEC developed by Ward et al. [18-19]. In order to predict the 
thermally induced acoustic waves accurately and also ensure the correct model used, the 
designed model was first validated against the work done by Tijani et al. [6-7]. The aim of 
this study is to perform parametric study on a household refrigeration system which operates 
in the temperature range between 273 and 305 K while having a high performance relative to 
Carnot value, COPR.  
 
2. DeltaEC modelling  
 
Design Environment for Low-Amplitude thermoacoustic Energy Conversion (DeltaEC) is 
used by researchers to evaluate the performance of the thermoacoustic devices [18-19]. The 
DeltaEC model of a thermoacoustic refrigerator is constructed by sixteen segments including 
the seven Reverse Polish Notations (RPN) segments which are used to perform the 
calculation of second law efficiency (COPR). A total number of four GUESSes and four 
TARGETs were chosen. The very first segment (zeroth segment) has been always a BEGIN 
segment. This segment contains global variables such as mean pressure, frequency, mean 
temperature and gas type. The calculations have been done using a constant temperature at 
the ambient heat exchanger Th = 305 K and a regenerator length of 0.006 m. The BEGIN 
segment acts as a loudspeaker which generates sinusoidal standing wave in the refrigerator. A 
SURFACE segment comes next to account for oscillatory thermal losses at the first end of 
the resonator. The next segment is a lossy ambient temperature duct (DUCT) near the hot end 
of the stack. Heat exchangers (HX) are used to inject or remove heat. The first law of 
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thermodynamics insists that this heat must equal to the difference between the upstream and 
the downstream total power ( . Copper is used as the material for both heat 
exchanges. The material selected for the parallel-plate stack which forms the heart of the 
refrigerator is Mylar. Both ambient and cold heat exchangers also possess parallel-plate 
geometry. Stainless steel was used for the rest of the components in the refrigerator. A taper 
section is connecting the large diameter tube to the small diameter tube. A spherical bulb or 
compliance was used to terminate the resonator. Air was used as the working gas.  
     The GUESS vector, which has four components, shows what Deltaec will regard as 
solution variables: the mean temperature, the volume flow rate, the heat rejected at the 
ambient heat exchanger, AHX and the length of the small diameter tube. The initial guess of 
the mean temperature is taken as 300 K and the initial value of the volume velocity is taken 
as 1x10-4ms-1. A heat rate value of -10 W was chosen to be the initial guess for the AHX and 
the initial length of the small diameter tube is taken as 0.19 m. Basically, DeltaEC integrates 
the wave equation from BEGIN to END. Refine the GUESS vector to find a solution to the 
acoustics problem that arrives at the HARDEnd with zero complex volume flow rate. The 
phase difference between the pressure and volume flow rate was also targeted to be equal 
zero to enforce the resonance effect. The calculations of COP, COP Carnot and COPR were 
obtained with the aid of Reverse Polish Notation (RPN).  
 
3. Results and Discussion 
 
All the results are produced by incrementing the independent variable with an appropriate 
step value and running the calculations repeatedly. Meanwhile, amendments are made on the 
GUESS values so that iterations will still converge (providing reasonable estimates of 
TARGETs values). Fig. 1 depicts the relationship between the temperature difference at the 
stack extremities and the operating frequency at different cooling loads and different mean 
pressure values. All the plots show a maximum temperature difference at approximately 150 
Hz. It can be seen that increasing the pressure will have a significant effect on increasing the 
temperature difference in the cooler, this behaviour is more obvious and can be noticed at 
higher cooling loads. At a cooling load of 4 W, the increase of pressure from 7 to 10 bars 
resulting in an increase of the maximum temperature difference by almost double. 
 

 

Figure 1: The results of temperature difference of the heat exchangers against the frequency 
of different heat load at the cold heat exchanger and different mean pressure when the drive 

ratio and the length of ambient duct are 2.5 % and 7.1 cm, respectively. 
 
Furthermore, the coefficient of performance relative to Carnot’s coefficient of performance is 
an important performance characterisation criterion for the thermoacoustic refrigerator. The 
response of COPR versus frequency for the different cooling loads and different mean 
pressure values is presented in fig 2. A nearly 30% of Carnot efficiency is achieved for a heat 
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load at the cold heat exchanger of 0.5 to 1 W at the frequency around 45 Hz when mean 
pressure is between 7 to 10 bars. The mean pressure of 10 bar yields a higher COPR for all 
tested cooling loads compared to the other mean pressure values. For more reasonable load 
conditions between 3 to 4W the maximum COPR ranges between 7.5 to 15%.  In general, the 
COPR decreases gradually from its peak value as both the frequency and the cooling load 
increase for all the examined mean pressure values.  
 

    

Figure 2: The graphs of COPR as a function of frequency for different mean pressure and 
different heat load at the cold heat exchanger when the drive ratio and the length of ambient 

duct are 2.5 % and 7.1 cm respectively. 
 

In order to improve the thermoacoustic cooler footprint, thereby increase its potential 
application to be competed with the conventional refrigerator, the ambient duct is made 
smaller in size. Nevertheless, this will affect the performance of the overall system as the 
stack position from the loudspeaker also changes when the length of ambient duct is 
shortened. Fig. 3 shows the results of COPR against heat load at the cold heat exchanger for a 
constant frequency of 240 Hz. When a mean pressure of 10 bar is used, the best COPR is 
obtained when the ambient duct length is 2.1 cm. With the length of ambient duct increases, 
the COPR evolves in the same manner but with relatively low efficiency for each drive ratio 
value. It can be generally observed that the decreasing length of the ambient duct resulted in 
increasing the maximum COPR achieved at the same mean pressure. The drive ratio has no 
significant effect on the COPR or the location of its maxima at the same mean pressure.  
 

    

Figure 3: The results of COPR against heat load at the cold heat exchanger for different drive 
ratio and different the length of ambient duct when the mean pressure and operating 

frequency are 10 bar and 240 Hz respectively. 
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4. Conclusion 
 
This work has successfully investigated the use of air as potential candidate for a low cost 
thermoacoustic cooler. In the proposed cooler, the pressure is not expected to be operating at 
more than 10 bars and the temperature difference is targeted to be ranging from 10-15 K 
below ambient conditions. The study revealed the importance of the ambient duct length as 
well as the selection of the suitable mean pressure and frequency. Air can be considered as an 
alternative fluid for a cooler at relatively low temperature difference requirements using 
renewable energy sources for the conditions of unavailability of conventional power sources. 
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Abstract: A method to find experimentally the equivalent effective length of the 

Thermoacoustic (TA) Core of a TA Engine (TAE) was proposed. The TAE is first operated 

with various Feedback Loop (FL) length configurations. For every configuration, the 

frequencies of the sound waves were recorded to determine the wavelengths. These 

wavelengths are compared with the measured FL lengths and a constant deviation was 

observed, which gives the effective length of the TA Core as 55cm. This effective length is 

used in the calculation of a FL Ratio and the optimum FL Ratio was found to be 3.4. 

 

1. Introduction 

 

In 1979, Ceperley explained the fundamental principles of a Travelling Wave TAE and its 

potential of achieving higher efficiency compared to Standing Wave TAE [1]. However, it is 

until 20 years later only did this potential was significantly demonstrated by Backhaus and 

Swift [2]. By placing the regenerator in a toroid tube connected to a resonance tube, the 

Travelling Wave TAE designed by Backhaus et al. operated at 41% of Carnot efficiency, 

which was at least 50% higher than the best Standing Wave TAE at that time. Despite 

demonstrating that high efficiency is achievable, the design and operating conditions of this 

TAE is not feasible for many real world applications. Biwa et al. has shown that increasing 

the number of regenerators in the toroid is able to reduce the onset temperature of the TAE, 

thus increasing the possibility of different heat sources to the TAE [3]. Also, De Blok 

suggested that the regenerator in the toroid shape has to overcome large acoustic losses when 

connected to the resonance tube [4]. To overcome this, the resonance tube is removed entirely 

and the regenerators are connected in a complete loop, which is denoted as the FL. De Blok’s 

design involves 4 regenerators positioned at quarter wavelengths apart so that the impedance 

of the TA core matches the impedance of the FL in a similar manner as a quarter wave 

impedance transformer, thus eliminating reflection in the FL [5]. The minimum onset 

temperature difference achieved by this engine is 30K [5]. These works have encouraged 

developments of multi-stage travelling wave TAEs. 

 

In the University of Nottingham (UoN) and University of Nottingham Malaysia Campus 

(UNMC), together with the collaboration of the SCORE project [6], a two stage travelling 

wave TAE was designed and manufactured by Baiman et al. [7]. This TAE has two identical 

TA cores connected by the FL. Thus, the FL is separated into two sections. The lengths of 

these two FL sections are intended to be a quarter wavelength and three quarter wavelength 

to match the impedance of the TA core and the FL. However, the dimensions of the parts in 

the TA core also contribute to the length of the FL. Together with the complicated design in 

the TA core, it was found to be very challenging to obtain the optimum length configuration 

of the FL to achieve the quarter and three quarter wavelengths configuration. 
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This paper describes an experimental investigation conducted to obtain an equivalent length 

contributed by the TA core and subsequently obtain the optimum length configuration of the 

FL. An offset between the theoretical and measured length of the FL indicates the equivalent 

length of the TA core. If is found that the TA core of the TAE has an equivalent length of 

55cm. This 55cm is included in the calculations of the FL Ratio and the optimum FL Ratio is 

3.4. Modifications were made to the experimental set up as part of the future work. 

 

2. Experiment 

 

The Two Stage Travelling Wave TAE mentioned above was used in this experiment. The 

schematic diagram of the TAE is shown in Fig 1 and a detailed description of the TAE is 

presented in this paper. [7]. Referring to Fig 1, the FL connects both TA cores to form a 

closed loop. There are two U-Bends present in the loop. The straight sections of the FL are 

made by connecting PVC pipes of various lengths until the desired length is achieved. This 

allows the FL length to be varied and so does the operating frequency. During the experiment, 

the following data were measured and recorded: 

 The frequency, f of the oscillation. 

 The Peak Pressures at TA Core 1 and 2. 

 The temperatures at the Hot Heat Exchangers (HHX) and Ambient Heat Exchangers 

(AHX). The difference between both heat exchangers’ temperatures will be denoted 

as Temperature Difference (TD) for the rest of this paper. 

 The length of section AB and section CD in Fig 1.  

The HHX is heated from room temperature until 400°C, allowing the onset TD of the engine 

to be recorded. The AHX is kept at room temperature through water cooling. K-Type 

Thermocouples are attached to both sides of the Regenerator in both TA cores. The Pressure 

Transducers used are Kulite HKL-375 (M) Series. A self-written Labview Program is used to 

display the experimental data.  

 

 

 

 

 

 

 

 

 

 

Figure 1: Schematic diagram of the Two Stage Travelling Wave TAE. Both TA cores are 

identical. Illustration is not to scale. 
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3. Results and Discussion 

 

The lack of moving parts in a TAE allows the TA core to be designed to facilitate the 

performance of the heat exchangers. However, this would cause the TA core to be designed 

with complex geometries, as evident in the TAE used in this work. Due to this, it is very 

challenging to measure the effective length of the components in the TA core, which 

contributes to the overall length of the FL. Thus, an experimental investigation was carried 

out to estimate the effective length of the TA Core. The TAE was first tested at various FL 

configurations to obtain a range of operating frequencies. Then, by using the following 

relation, 

                                                                                                                        

where v is the speed of sound (343 m/s) and f is the frequency of the wave in the engine, the 

wavelength, λ can be obtained. This wavelength is the Theoretical length of the FL. Fig 2 

shows the measured and theoretical FL length at various frequencies. From equation (1), it is 

apparent that the wavelength and 1/f has a linear relationship, thus the FL lengths are plotted 

against 1/f. The Measured Length refers to the physically measured length. The lengths of 

both U-Bend centrelines are measured physically as 57cm. From Fig 2, it is observed that 

there is an offset of 1.1m between the Measured and Theoretical lengths for every frequency 

which reveals the length contributed by both TA cores. Thus, ignoring manufacturing 

tolerances, a single TA core contributes 0.55m.   

 

Figure 2: Measured (X) and Theoretical (∆) FL length at various frequencies, f.  

By adding 0.55m to the length of section AB and CD, the FL Ratio of every FL configuration 

was computed by 

                                                   
               

               
                                                  

The TAE performance at various FL Ratios was compared in Fig 3. The Average Onset TD 

between both TA cores (left vertical axis) and Peak Pressures at TD of 300 ºC (right vertical 

axis) are plotted against the FL Ratio. When the TD reaches 300°C, the corresponding Peak 

Pressures in both TA cores are recorded to give a common point for comparison. The desired 

performance is for a low Onset TD and high Peak Pressure, which was observed at the FL 

Ratio of 3.4. Also, notice that at smaller FL Ratios, the Peak Pressure in TA Core 1 is lower 

than that in TA Core 2, but at larger FL Ratios the Peak Pressure in TA Core 1 is higher. The 
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FL Ratio that gives the highest Peak Pressures at TD 300 °C occurs when the Peak Pressure 

at both TA cores are similar, indicating that both TA cores are performing at its optimum at 

this FL Ratio. At FL Ratio of 3.4, the Length AB and CD are 5.51m and 1.23m respectively. 

The Onset TD recorded for TA Core 1 and 2 are 167.61 °C and 136.66 °C respectively. 

However, to achieve the quarter wavelength and three quarter wavelength configuration, a FL 

Ratio of 3.0 is desired. The TAE performs at its optimum at FL Ratio of 3.4 indicates that a 

slight impedance mismatch between the FL and the TA core is desired. A slight impedance 

mismatch will introduce a minor Standing Wave component to the sound wave which has 

shown to improve the performance of the TAE [8]. 

Figure 3: Comparison of the TAE performances at various FL Ratios.  

Subsequently, 8 pairs of pressure transducers are added to the FL to investigate the sound 

wave produced by the TAE. The pressure transducers are 15cm apart in every pairings. The 

position and Peak Pressure recorded by the pressure transducers are shown by the markers (∆) 

in Fig 4. Point A (from Fig 1) is set as the starting position and the position of all the 

components in the FL are referenced to Point A. The FL Ratio of the FL configuration shown 

in Fig 4 is 3.95, where the lengths of section AB and section CD are 625 cm and 117cm 

respectively. From Fig 4, it is observed that the sound wave produced by the TAE is 

amplitude modulated, indicating a Standing Wave component is present in the sound wave.  

Unfortunately, at the time of writing of this paper (March 2014), the Peak Pressure along the 

FL of other FL Ratio has not been tested. It is intended to obtain the Standing Wave Ratio 

(SWR) of the sound wave produced by the TAE at various FL Ratios. The intensity of the 

sound wave along the FL could also be estimated [9]. These will be the subject of future work. 

The TAE used is still in its development stages and other features in the TA core are still not 

optimized. The work presented is useful in predicting the optimum length configuration of 

the FL of the TAE, especially when modifications are made to the TA core. It is also 

important to note that this experiment was conducted at the TAE’s operating conditions. 
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Figure 4: Peak Pressures along the FL. 

4. Conclusion 

 

In a Two Stage Travelling Wave TAE developed by the SCORE project, the FL was designed 

such that the two TA cores are a quarter wavelength apart and three quarter wavelength apart 

for the remainder of the FL. However, due to the complexity of the TA core, the length of the 

FL is hard to estimate as the effective length of TA core has to be accounted for as well. An 

experimental investigation to obtain the effective length of the TA core was explained. The 

effective length was found to be 55cm and this is then used in the calculations of a FL Ratio. 

A figure of Onset Temperature Difference and Peak Pressure versus FL Ratio was plotted to 

compare the TAE performance at various length configuration. It is found that the TAE 

performs best at a FL Ratio of 3.4.  

  

Subsequently, pressure transducer pairs are added to the FL to measure the Peak Pressure 

along the FL. The Peak Pressure along FL of other configurations will be analyzed and 

compared to confirm that the FL Ratio of 3.4 is the optimum for the TAE. This will be 

included in future work. 
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Abstract : The paper focuses on works carried out on compact coolers at LAUM, including 
recent developments. System architectures are described and the main experimental results 
are presented. Finally, performance of such small scale thermoacoustic devices are compared 
with the one obtained with standing wave device having similar stack. Slightly higher 
efficiency than in the standing wave system is found, yet at much smaller size. 
 
1. Introduction 
 
The compactness of thermoacoustic devices is a topic of continuing importance in 
fundamental thermoacoustics and in its practical applications. It is still a challenging topic to 
scale down the devices without compromising their performance. Several attempts to reduce 
the size of thermoacoustic refrigerators have been carried out since the early 2000's. Initially, 
some authors proposed to reduce the dimensions of the systems, while maintaining a classical 
design by raising the acoustic frequency. Thus, miniaturized standing-wave refrigerators were 
developed using both a piezoelectric actuator as sound source and a micro machined stack 
whose dimensions are matched with the high working frequency [1-3]. However, the 
performance of these systems is limited in terms of both heat extracted from the cold source 
and coefficient of performance (COP).  

Thus, other more efficient architectures have been developed. Research on such 
architectures has been conducted in recent years at Laboratoire d'Acoustique de l'Universite 
du Maine (LAUM). The compact coolers developed in this framework involve non resonant 
small cavity fitting the stack dimensions, instead of a half- (or quarter-) wavelength acoustic 
resonator. The small cavity is driven by a set of loudspeakers coupled through the stack. 
Tuning all speakers allows controlling both the acoustic pressure field and the particle 
velocity field inside the stack. The acoustic pressure and the particle velocity are not linked 
anymore by standing wave or travelling wave conditions, and can then be managed 
independently. Moreover, the working frequency is not related to resonance conditions, 
therefore either a quasi-isothermal stack (regenerator) or a quasi-adiabatic stack can be used 
in the same cavity. Then, optimal acoustic field for thermoacoustic process can be reached in 
terms of frequency, pressure amplitude, velocity amplitude and phase difference between 
pressure and velocity.  

The aim of this paper is to focus on work carried out on this subject at LAUM, 
including recent developments. System architectures are firstly described. Analytical model of 
their behavior are then briefly given and some experimental results are presented. Finally, 
performance of such small scale thermoacoustic devices are compared with the one obtained 
with standing wave device having similar stack. 
 
2. Compact cooler description 
 
A first kind of compact thermoacoustic device has been designed at LAUM in accordance 
with patent requirements [4]. A schematic view of this device is given in Figure 1. It is a non 
resonant thermoacoustic device in which the resonator is replaced by a cavity fitting the 
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dimensions of the stack. The acoustic pressure and the particle velocity are generated in the 
stack by a set of loudspeakers: a couple of face-to-face loudspeakers (supplied with electrical 
voltages in phase) generates the pressure field in the cavity, while another couple (supplied 
with electrical voltages π/2 out of phase) generates the particle velocity field along the z axis. 
The acoustic pressure and the particle velocity are not linked anymore by standing wave or 
travelling wave conditions, and can then be managed independently. Particularly, their 
amplitude ratio and relative phase can take any value. The working frequency is not imposed 
by resonance conditions anymore, so a diminution of the dimensions of such a system does 
not come necessarily with an augmentation of this working frequency. Consequently, acoustic 
pressure, particle velocity and frequency can be easily and independently controlled in order 
to create an optimal acoustic field and to monitor it during the thermoacoustic process.  
 

 
Figure 1: Compact thermoacoustic cooler using four acoustic sources. 

 
Experiments on this prototype have showed that the particle velocity along the x axis close to 
the loudspeakers generating the pressure has the same order of magnitude as the optimal 
particle velocity generated along the z axis. Thus, the parcels motion between two plates of 
the stack is not a rectilinear motion anymore, but an ellipsoidal one. Then, the associated 
thermoacoustic heat transfer becomes a two-dimensional one and, consequently, the 
temperature difference is not necessarily established along the z-axis, as in a classical 
resonant thermoacoustic refrigerator. Moreover, this additional particle velocity along the x-
axis leads to a significant additional global heating of the stack due to viscous dissipation.  

These effects have then been taken into account in the design of a second generation of 
compact refrigerator prototype. A sketch of this second device is presented in Fig. 2. Similarly 
to the previous prototype, the thermoacoustic core almost fills the cavity, but it is surrounded 
by a peripheral channel. Only two loudspeakers are used in this prototype. The ends of the 
stack can then be considered set on either side of an acoustic inner source (labeled 1) which 
then creates the monochromatic displacement field needed in the acoustic process, in a 
frequency range such than the wavelength remains much greater than the dimensions of the 
cavity. A quasi-uniform pressure field is driven at the same frequency by another source 
(called outer source, labeled 2) set on a wall of the cavity. Similarly to the previous prototype, 
the working frequency, the amplitude and the phase difference between the pressure and the 
velocity fields can be tuned for optimizing the performance of the device. With this co-axial 
design, the particle velocity is uni-directional, as well as the main temperature gradient 
generated along the stack. This facilitates the implantation of heat exchangers. 
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Figure 2: Co-axial compact thermoacoustic cooler. 
 
3. Optimal acoustic field  
 
An electrical network equivalent to the compact cooler is given on Figure 3, showing that the 
pressure and the velocity in the stack are easily controlled from the electrical tensions 
provided to both loudspeakers [6]. In 2006, Poignand et al. [4] have shown analytically that 
the thermoacoustic process in a stack can be optimized when tuning the acoustic field to 
optimal values of the acoustic pressure amplitude, the particle velocity amplitude, and their 
relative phase. The optimal values of particle velocity amplitude and relative phase depend on 
the frequency, on the shape and the dimensions of the stack, and on the thermo-physical 
properties of the fluid and the stack, while the optimal value of the acoustic pressure is the 
maximum pressure level which can be generated within the stack. This optimal field can 
easily be tuned within the stack of the non resonant compact coolers considered herein.  
 

 
 

Figure 3: Electrical network equivalent to the co-axial compact cooler. 
 
Experiments have been conducted on a prototype [7]. Experimental temperature difference 
between the stack ends are given in Figure 4. It shows the influence of the three acoustic 
parameters (the acoustic pressure amplitude p, the particle velocity amplitude u and the 
relative phase ϕ = ϕu-ϕp) on the compact system performance. The effect of each of the three 
acoustic parameters is investigated independently by fixing the two others parameters at their 
theoretical optimal value. Note that in this setup, the pressure peak amplitude is set to p = 
1000 Pa which is close to the maximum pressure that can be generated by the loudspeaker 2 
without harmonic distortion. 

Figure 4.a shows the evolution of the temperature difference ΔT normalized by its 
maximum value ΔTmax as a function of the acoustic pressure p when u = uopt and ϕ =ϕopt. As 
predicted by the linear steady state theory [5] (solid line), the experimental results obtained 
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(crosses) show that the temperature difference ΔT increases with acoustic pressure. Figure 4.b 
shows the evolution of the temperature difference ΔT normalized by its maximum value 
ΔTmax as a function of the velocity amplitude u (when p = pmax and ϕ = ϕopt). A good 
agreement is obtained between the theoretical predictions (solid line) and the experimental 
results (crosses). Especially, the experimental optimal velocity amplitude is found close to the 
theoretical one (uopt = 1.4 m.s-1 for the experimental device under test). The normalized 
temperature difference ΔT/ΔTmax versus the relative phase ϕ (when p = pmax and u = uopt) is 
shown in Fig. 4.c. When the phase shift ϕ varies between (-3π/4) and (π/4), the temperature 
difference ΔT/ΔTmax is positive and the cold-side of the stack is near the loudspeaker 1 
controlling the velocity, whereas for a phase ϕ comprised between π/4 and 5π/4, the 
temperature difference is negative and the cold-side stack end is located near the loudspeaker 
2 controlling the pressure. Thus, it is worth noting that the cold-side stack end location can be 
fixed by the phase ϕ. From the experimental results presented in Fig. 4.c, it can be noticed 
that there is an optimal phase ϕopt,exp = 3π /4 rad which corresponds to the theoretical optimal 
phase. However, the evolution of the experimental normalized temperature difference does 
not fit completely the theoretical one. This difference is due to the heating of the loudspeaker 
voice-coil controlling the velocity. This heating is added to the thermoacoustic heat flux and 
leads to an increase of the stack end temperature near the loudspeaker 1. 
 

 
Figure 4: Normalized temperature difference ΔT/ΔTmax between the stack ends measured ( ) 

and calculated (straight line) as a function of (a) the acoustic pressure p, (b) the particle 
velocity amplitude u and (c) their relative phase ϕ . 

 
4. Comparison with resonant thermoacoustic coolers 
 
Using the electrical network given in Figure 3 and the classical thermoacoustic theory allows 
the prediction of the theoretical temperature difference and COP obtained in a co-axial 
compact cooler tuned at its optimal operating point. This theoretical performance can then 
been compared with the one of a conventional standing wave acoustic refrigerator when using 
similar stack in both devices. 

The standing wave cooler considered for the comparison consists of a half wavelength 
straight resonator driven by an acoustic source. The source is chosen to be the same 
loudspeaker as the one which controls the acoustic pressure field in the small cavity cooler. 
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The resonator length is adjusted in such a way that the resonance frequency of the system is 
the working frequency of the compact device (i.e. f = 200 Hz for the device under test). The 
same stack is used for both the compact device and the standing wave cooler. In the standing 
wave cooler, the stack is set at its better location along the resonator for which the 
temperature difference is maximal [4]. The small cavity cooler is set at its optimal working 
point. To fulfill the comparison of the two devices, their achieved temperature difference ΔT, 
thermoacoustic heat flux Q and global efficiency η, are compared when the same electric 
power is provided to the sources (here, Pel = 7.7 W). Actually, in the case of the compact 
device, Pel represents the total electric power provided to the two loudspeakers. The 
theoretical acoustic field in the stack as well as theoretical performance is given in Tab. 1 for 
both systems.  
 

 
Table 1: Theoretical comparison between the behaviour of a small cavity cooler and the 

behaviour of a standing wave cooler. 
3. Conclusion 
 
The experimental results presented here illustrate the thermal behaviour of compact 
thermoacoustic devices as a function of the acoustic field inside the stack. They validate 
theoretical results, namely the existence of an optimal acoustic field leading to better 
performance in terms of temperature difference, heat flux or COP. Then, a theoretical 
comparison with performance reached with classical device having equivalent stack (standing 
wave device) show the potentiality of this compact thermoacoustic cooler. In particular, 
beyond its compactness and flexibility, the global efficiency of the proposed device is greater 
than, or at least of the same order of magnitude as, that of classical devices having equivalent 
stack although it is much smaller. 
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Abstract  

Converting acoustic power from thermoacoustic engines into electricity using resonant linear 

alternators is a common approach but has severe limitations in terms of cost and scalability. 

The paper will describe in detail the experiments and measurement results on various bi-

directional turbines in high frequent acoustic flow fields and at elevated mean pressures.   

The conclusion from the experiments so far is that this type of turbine could be a cost 

effective, scalable and efficient device for converting acoustic wave energy into rotation and 

from there into electricity.  

 

 

1. Introduction 

Thermoacoustics is a key enabling technology for the conversion of heat into acoustic power. 

Nowadays thermoacoustics in itself is well understood and has proven to be a generic 

applicable and efficient conversion technology. For practical and economic viable 

applications however, two issues have to be solved in a practical and cost effective way. (1) 

heat to be converted need to be supplied at high or medium temperature  and rejected at a 

lower temperature from the process with minimal temperature loss and (2) high acoustic 

(wave) power generated  has to be converted into electricity. Focus of this paper is on the 

conversion of the generated acoustic power into electricity. 

  

Converting acoustic power from thermoacoustic engines into electricity using resonant linear 

alternators is a common approach but has severe limitations in terms of cost and scalability. 

The increase of moving mass with increasing power finally sets a practical limit to the output 

power caused by the extreme periodic forces in the construction and the difficulty to maintain 

clearance seals (≈ 70 µm) stable over large stroke amplitudes.  

 

Linear alternators make use of the pressure variation of the acoustic wave. There is however 

no physical reason why not using the periodic velocity component of the acoustic wave. A 

way to convert such a bi-directional flow into rotation is known from shore and off-shore 

electricity production plants based on an oscillating water column (OWC) [1,2,3]. In this type 

of power stations, waves force a water column in a chamber to go up and down. This chamber 

is connected to the open atmosphere and the periodic in- and outflow of air drives a bi-

directional turbine of which the rotation direction is independent of the flow direction.  In a 

thermoacoustic system similar periodic flow conditions exist, so in principle, bi-directional 

turbines can be deployed for conversion of  acoustic wave motion as well.   
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In OWC plants, using air at atmospheric pressure, the reported conversion efficiency is in the 

range of 25 to 40%.  This modest efficiency is because of the performance of (bi-directional) 

turbines depends on de density of the working fluid. Thermoacoustic engines, fortunately 

operate at elevated mean pressures up to 40 bar and the increased gas density will raise 

turbine efficiency up to 85%.  

This makes bi-directional turbines a low cost and scalable candidate for converting the 

generated acoustic power into electricity.  For testing and validating of this option a few bi-

directional impulse turbines were are designed and build using 3-D rapid prototyping. In 

parallel, a numerical model was developed.   From the results we could estimate the 

performance based on the pressure distribution on the blade and the measured performance. 

The paper will describe in detail the experiments and measurement results on various bi-

directional turbines in high frequent acoustic flow fields and at elevated mean pressures.   

Results so far are encouraging. The conclusion from the experiments is that this type of 

turbine could be a cost effective, scalable and efficient device for converting acoustic wave 

energy into rotation and from there into electricity.  

 

 

2. Description of the turbine under test 

A bi-directional turbine consists of rotor with symmetric blade shape enclosed by two guide 

vane sets. The rotor is connected to a brushless electromotor used as generator. The 

dimensions and assembly is shown in Figure 1and Table 1.   

 

          
 

Figure 1 Rotor of the bi-directional turbine and the assemble with guide vanes and generator  

 

Table 1 Dimensions of the turbine 

Rotor diameter 84  mm 

Blade height 6 mm 

Blade chord 25 mm 

Blade thickness 5.5 mm 

Mutual space between blades 2.1 mm 

Number of blades 31  

 

The generator is a brushless outer runner type A10-9L made by Hacker [4]. The output of the 

generator is connected to a set of 10W resistors which can be set to 1 to 5 Ω. Efficiency of 
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this motor as generator is measured separately in order to be able to estimate the actual shaft 

power of the rotor   

 

The acoustic source, generating the periodic flow, consist of  a 12” 500W bass speaker with a 

maximum cone stroke of about 50mm p-p driven by a function generator and power amplifier. 

The 300 long coupling tube between speaker and turbine is equipped with a dpdx probe for 

measuring the acoustic power towards the turbine. Output power is measured by the electric 

power dissipated in the load resistor of the generator corrected for the known generator 

efficiency to yield the shaft power. 

 

The mechanical turbine output power (Pm) at the rotor shaft is given by  

 

�� = ��.ω   (1) 

 

In which To is the torque and ω the rotational speed. Torque and rotational speed are both 

functions of gas velocity so output power is proportional with gas velocity squared.  For 

thermoacoustic applications the gas velocity and pressure amplitude are related by the 

acoustic impedance. Velocity amplitude of a traveling in an acoustic wave guide (tube) is 

given by,  

�� =
	


ρ.�
     (2) 

 

In which pa is the pressure amplitude, ρ the gas density and c the speed of sound.  

Torque (To), pressure drop (∆p), flow coefficient (φ) and rotor efficiency (ηr) can be 

calculated using the expressions given in [3] which are summarized below.      

 

�� = � . 0.5.ρ. ���
� + ��

��. �. ��. �. ��      (3) 

 

�� = ��. 0.5.ρ. ���
� + ��

��. �. ��. �. ��     (4) 

 

In which ρ is the gas density, va the gas velocity in the blade section, Ur the circumferential 

velocity at mean radius of the rotor (rR), b the blade height, lt the blade chord and z the 

number of blades. These gas and geometric parameters can be used to dimension the turbine.  

The flow coefficient (φ) is defined as the mean axial flow velocity over the circumferential 

velocity φ =
�


� 
 . Rotor efficiency is given by [ ] η

!
=

"#

"
.φ
 

 

The torque coefficient (CT), the input coefficient (CA) represent the effect of blade shape, 

blade angle, aerodynamic losses, tip clearance etc. Both are a function of the Reynolds 

number and flow coefficient (φ).  

 

Because of the nature of impulse turbines optimum performance is obtained when the 

circumferential speed equals the gas velocity (φ ⇒ 1). In that case for an ideal turbine CT = 

CA. The performance of various impulse turbines therefore can be evaluated by measuring (or 

calculating) the CT and CA values as a function of φ. 

 

Bi-directional turbines operating in acoustic flow conditions largely differ from those in OWC 

plants. In OWC plants the time between a change of flow direction is relatively long (10-30s) 

and is not constant in amplitude and interval time. This means that gas displacement through 
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the turbine is large as compared to the blade chord leaving sufficient time for flow to develop 

during each half period even if the flow is irregular.  

 

In acoustic wave motion the period time is short (e.g. 0.02s  at 50Hz) but perfect regularly. As 

a consequence of the short period time the gas displacement in the turbine could be shorter 

than the blade chord. Consequently the short gas displacement prevents the flow to reach a 

steady state which will affect the CT and CA values in a positive way and from that the turbine 

performance.  

 

On this turbines a series of measurements is performed of which the most remarkable results 

presented here is that bi-directional turbines operate well under high frequent acoustic flow 

conditions. From the measured data and the expressions given the rotor efficiency is measured 

and the result is plotted in Figure 2 for increasing acoustic input power at various frequencies. 

 

 

 

 

Figure 2 Measured rotor efficiency for the small bi-directional turbine 

 

Initially, rotor efficiency for continuous flow is measured to be 23%. Fout! Verwijzingsbron 

niet gevonden. Figure 2 shows that rotor efficiency under AC flow conditions has clearly 

improves. It should be noted that the relatively strong fall-off with frequency at low power 

caused  by the fact that displacement amplitude becomes in the range of the open space 

between rotor and guide vanes. For example, at low frequencies and 7W acoustic power the 

peak to peak gas displacement could be as large as 100mm. At 50 Hz and 2W the gas 

displacement is reduced down to only two times the gap width between rotor and guide vanes. 

Assuming that flow in the gap does not contribute to the torque this could explain the 

declining efficiency at low power. 

 

3. Operation at elevated pressure 

The measured efficiency for the small bi-directional turbine is in line with efficiencies 

reported in literature for OWC turbines operated with air at atmospheric pressure. Typical 

values are in the range of 30-40%  and this efficiency is limited by the relative low density of 

the air.  
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Turbine operated with high density fluids like water could reach efficiencies up to 95%. 

Fortunately thermoacoustic engines are operated at high mean pressures proportionally 

increasing the density and with that the turbine efficiency. The relation between rotor 

efficiency and fluid density is given in Figure 3. 

 

 

 

Figure 3  Turbine efficiency as a function of fluid density 

 

Figure 3 shows that efficiency values found for bi-directional turbines operated at 

atmospheric pressure (≈ 1 kg.m
-3

) are typical in the range of 20-40%. At increasing density, 

and finally for water (1000kg.m
-3

), efficiency could be as high as 95%.  

 

To confirm this trend an experiment (not describes here) is performed using a larger bi-

directional turbine (300mm∅). This turbine is installed in a prototype of a multi-stage 100 

kWT thermoacoustic power generator (TAP) build at a paper manufacturing plant in the 

Netherlands [5]. The test with the turbine is performed at with air at 1 MPa mean pressure. 

The measured efficiency defined as the mechanical shaft power over the acoustic power in 

that case is measured to be 76%. This result confirms that efficiency of bi-directional turbines 

improves with increasing mean pressure or fluid density. 

 

High end thermoacoustic engines typically run at elevated mean pressures up to 4MPa. So   in 

the end, for acoustic wave energy  conversion, this type of turbines could reach an efficiency 

up to 85%. Combined with a commercial high power 3 phase asynchronous electromotor as 

generator (η≈95%) an overall conversion efficiency from acoustic power to electricity of 80% 

seems feasible. This efficiency is comparable or even better than the performance reached for 

small scale linear alternators. Even more important, however is that bi-directional turbines for 

acoustic wave energy conversion eliminate the limitations in power and cost of linear 

alternators paving the way for up scaling thermoacoustic system to power levels in the MW 

range.  

 

 

4. Conclusion 

The feasibility of bi-directional turbines for the conversion of acoustic power into rotation and 

from there into electricity is experimentally investigated. 
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For a small axial bi-directional turbines a series of measurements is performed which 

confirms that bi-directional turbines operate well under high frequent acoustic flow 

conditions. 

 

At elevated mean pressure as is common in thermoacoustic engines a rotor efficiency of 85% 

seems feasible 

 

The bi- directional turbine as acoustic to electricity converter can be scaled up in power 

unlimited so eliminating the  limitation in power and cost of linear alternators and paving the 

way for up scaling thermoacoustic system to power levels in the MW range. 
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Abstract : This paper fits in the feasibility analysis of a Magneto-Hydrodynamic (MHD) 
inductive generator, coupled with a Thermo-Acoustic (TA) energy conversion system. The 
MHD and TA processes have the great advantage to convert energy without mechanical 
moving components. In this work, first the design criteria are given, then the order of 
magnitude of the obtained parameters is used to model the system by using the finite element 
method (FEM) to confirm the theoretical results. The conceptual idea and the FEM model are 
described. 
 
1. Introduction 
 
MHD power generation systems were originally investigated starting from the fact that the 
interaction of a plasma with a magnetic field must take place at much higher temperatures 
than were possible in a mechanical turbine. This kind of machines can only be efficient if the 
charges concentration in the gas is at an adequate level. This is usually obtained by heating 
the gas to a high temperature and seeding it with ionizing elements. In conventional MHD 
generators a plasma passes through an intense magnetic field, so, by closing the circuit on a 
load, the induced electromotive force determines in the fluid an electric current [1]. The main 
problems of the known MHD generators are the high temperatures needed to ionize the gas 
and the high magnetic field (about 5T) required to have significant outlet energy. The 
proposed device does not require an external magnetic field to work, but it performs the 
energy conversion through the induction principle. The charge carriers are first created by 
means of an electrical discharge and then separated by an external, high voltage, electrostatic 
field. Once the equilibrium is reached, if the gas inside the duct gets to vibrate by the TA 
phenomena, the charge carriers give rise to an alternating electric current; this induces an 
electromotive force in a toroidal coil wrapped around the duct and connected to the load. 
Thermo acoustic engines can convert high temperature heat into acoustic power with high 
efficiencies and without moving parts. They are low mass and promise to be highly reliable. 
Coupling this system with an MHD generator will create a heat driven electric generator 
suitable for space applications [2] [3] [4]. 
The paper is organized as follows. In Section 2 the energy conversion process is qualitatively 
described. In Section 3 a first study has been done in order to propose a simplified theory 
about the performances of the generator and, therefore, to give the design criteria. Then a 
FEM analysis is performed to justify the assumptions of the design phase. In Section 4 is 
described the thermo-acoustic model; in Section 5 is described the electromagnetic model; 
some results are reported. The last section provides some conclusions. 
 
2. Energy conversion process 
 
The TA phenomena occur when a great gradient of temperature is present in the longitudinal 
direction of a duct containing a gas. In order to obtain said gradient we need a heat source and 
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a stack inside the duct with a large surface. The TA effect allows transforming the thermal 
energy into vibration energy, where the gradient of temperature affects the flow rate of energy 
while the frequency is determined by the length of the duct. The most important features of 
TA are that there aren’t mechanical moving parts, and the working fluid is quasi-static [5]. It 
represents a better solution with respect to the conventional MHD generators, which convert 
the energy of a flowing working fluid. The device proposed in this study (Fig. 1) allows one 
to perform the transformation from heat to electricity without moving parts and with a quasi-
static working fluid. The thermo acoustic engine converts thermal energy into mechanical 
energy, then the MHD generator converts the mechanical energy into electricity. The working 
fluid is forced to become plasma by means of periodical electrical discharges supplied by two 
electrodes immersed in the gas and linked to a pulsed high voltage generator. In order to have 
enough charge density, the pressure of the gas plays a fundamental role. The fact that the 
electric charge is generated by means of an electric discharge, provided that the pulsing 
voltage is enough high, means that the gas can be ionized also at low temperatures and no 
seeding is necessary. The charge carriers of opposite sign are separated by means of two 
electrodes connected to a DC high voltage supply. Here, the voltage needed to maintain in 
equilibrium the two clouds of charges of different sign, linearly depends on the surface of the 
electrode, so that the shape of said electrodes have to be chosen carefully. Once the 
equilibrium is reached, if the gas inside the duct gets to vibrate, due to the TA effect, the 
unbalanced charge carriers participate to the motion of the surrounding neutrals, giving rise to 
an alternating current. Such current induces an electromotive force in a toroidal coil, wrapped 
around the duct in correspondence of the vibrating charges, which supplies the electrical load. 

 
Figure 1: Schematic view of the MHD generator 

Re
+
-

i
C

dt
dBnS

 
Figure 2: Electric circuit scheme 

 
3. Theoretical development and demonstrative facility sizing 
 
A first study has been done in order to propose a simplified theory about the performances of 
the MHD induction ionized gas generator coupled with the TA engine. The order of 
magnitude of the design parameters obtained has been used to modeling and simulate the 
system. This study starts from the equation of Ampère and the equation of the circuit (Fig. 2): 

 )(2 inIBR f −=⋅ µπ  (1) 

In this expression tjeII ω=  is the total electric current in a cross section due to the charge 
oscillation, tjeii ω⋅= , is the induced electric current in the toroidal coil, µf is the magnetic 
permeability of the core of toroidal coils, tjeBB ω= , and R is the mean radius the core. This 
expression does not take into account the displacement current. Let be S the cross section of 
the core and n the number of turn coils. The electrical circuit comprises also the load 
resistance Re and a capacity C to compensate the self of the coil, in such configuration the 
equation controlling the electrical circuit writes: 

440



 ( ) ( ) 22222222 111 iCRSnBiCjRBnSj ee ⋅+=⇒⋅+=⋅ ωωωω  
Taking into account that 2

0 iPRe = : 

 ( ) ( ) ( )[ ]⇒+= 22222
0

2222 1 CiiPSnB ωω ( )( ) ( )[ ] 011 2242
0

22222 =+−= CiPSndidB ωω  

Therefore, we can learn the value of the current which corresponds to the minimum of the 
magnetic induction: 0

2 CPi ω=  and reminding again that 2
0 iPRe =  CRe ω1=  

The previous position allows us to strongly reduce the complexity of the formulation of the 
problem and it tells us that the minimum value of the magnetic induction occurs when the 
impedance of both capacitor and resistor have the same modulus. 

 ( )( ) ( )( ) BjnSCiijCBnS ⋅+−=⇒⋅+=⋅− 1211 2ωωω  
By considering the expression of the power: 2223

0
22

0 2 BSnPCCiiRP e ωω =⇒==  
Such value of capacitance can be substituted in the Ampère equation: 

 ( )[ ] ( )( )[ ] 0
2

0
2

0 1212 vRIejSBPBRBjSBPR D
j

ff ρπωµπωµπ ϕ ==+−⋅=⋅+−  (2) 

where φ is the phase of B . This equation allows us to calculate the electric current in the gas 
which allows to obtain the desired power and magnetic induction. First of all, taking into 
account that the I is the reference for the phases, we can calculate the phase φ. In fact, the 
phase of the term within brackets must be opposite to φ. We obtain: 

 [ ] 1
0

2 12tan −
−= PSBR fµωπϕ  (3) 

Secondly, we can calculate the modulus of B  which corresponds to the minimum value of 
the gas current I. To do that we have to minimize the modulus of the term within brackets, 
obtaining: 

 SRPB f ωπµ 22 =  (4) 
This result has an important consequence. In fact, by (2) and (3) derives that we have the 
minimum of both B and I when the magnetic induction is in quadrature with respect to the gas 
current. By substituting (4) in the (2) we obtain: 

 SRPvR fD ωµπρπ 20
2 =  (5) 

The equations (4) and (5) allow us to perform the device sizing. The (4) establishes a direct 
relationship, for a given material of the torus core, between the required power, the size of the 
core and the frequency of the current. On the other hand, the (5) gives indications on the size 
and the operative conditions of the duct. As in the case of the magnetic induction, frequency 
and cross section of the core contribute to limit this parameter, while the permeability and the 
radius of the torus have an opposite effect. Therefore, if we have heavy constraints on both 
magnetic induction and electric current in the gas, it is preferable to act on frequency and 
cross section of the torus. Finally, in order to obtain the desired current I in the gas, we can 
observe that the radius of the duct has a stronger effect with respect to both density of charge 
and velocity amplitude. Taking into account that charge density and velocity amplitude have 
in general strict limits, we can foresee that the size of the device will be the key parameter in 
order to fulfill the requirements. 
By means of a few substitutions we can obtain the current circulating in the coil: 
 ( )( )jSnRPi f +−= 12 2

0 ωµπ  (6) 
and the voltage drops in the gas: 
 SRPSU f ωπµω 20−=  (7) 
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Finally, we can calculate the voltage to apply to the electrode in order to maintain the charges 
in equilibrium into the gas. 

 ( ) 0
2 222 νεβπδεβρδϕϕρπδβπε DDDDD RIRLRLRC ==∆⇒∆==  (8) 

where CD is the capacitance of the electrode-gas system, ε is the vacuum dielectric constant, 
AD is the gas-electrode interface surface, L is the length of the electrode, β is the ratio between 
the surface AD and the surface of the internal wall of the duct corresponding to the electrode. 
The design parameters and the results for a demonstrative facility are reported in Table 1. 

Table 1 Design Parameters and Results 
Design Parameters Results 
P0 = 200 W 
R = 12 cm 
RD = 7 cm 
ρ = 15 C/m3 

V0 = 30 m/s 
n = 10 tr 
S = 3 10-3 m2 
ω = 2π 103 rad/s 

µf  = µ05104 H/m 
δ = 0.5 mm 
β = 1000 

i0 = 1.6 A 
Vcoil = 177 V 
I0 = 11.28 A 
U0 = 17.72 V 

Re = 200 Ω 
C = 0.8 µF 
∆ϕ = 37.9 kV 
|B| = 0.94 T 

 
4. Thermo-acoustic analysis 
 
The thermo-acoustic analysis has been done in order to study the velocity profiles. The device 
to be modeled is a glass tube containing Helium (He) in which the propagation of the 
vibration occurs at a temperature equal to 273°K and a pressure of 50 [bar]. As can be noted 

from the previous study (Section 3), in 
order to optimize the performance of the 
device, the dimensionless parameter β has 
to be maximized. This can be obtained 
using both a thicker cross section and 
materials with high surface roughness. 
Different than in normal 
(isentropic/lossless) acoustics, the thermo-
acoustic formulation takes the dissipative 
effects of viscous shear and heat 
conduction into account. These effects 
cannot be neglected in acoustic wave 
propagation through narrow geometries. 
In fact, near walls viscosity and thermal 
conduction become important because it 
create a viscous and a thermal boundary 
layer where losses are significant [6]. The 
model is able to solve the equations 

simultaneously for the acoustic pressure, p, the particle velocity vector, u, and the acoustic 
temperature T. The length scale at which the thermo-acoustic description is necessary is given 
by the thickness of the viscous boundary layer, and the thickness of the thermal boundary 
layer. The thickness of both boundary layers depends on the frequency. The properties of the 
gas are taken from [7]. In order to simulate the thermo-acoustic effect, a vibration with known 
amplitude and frequency was applied to the gas. In literature, several numerical studies have 
highlighted the phenomenon of "Dark space" [8]. The charge density starts to decrease rapidly 
near the boundary and becomes almost zero at the sleeve. These considerations appear to be 
very useful in the analysis of the device under study. In fact the charges will not adhere 
exactly to the wall, but will thicken in a cloud that will remain at a certain distance from the 
electrode; this allow one to avoid that the thickening of charging it occurs in correspondence 

 
Figure 3: Velocity distribution in axial direction 
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of the boundary layers. The thermo-acoustic simulation solves a linearized, small parameter 
expansion of the Navier-Stokes equation, the continuity equation, and the energy equation. 
Between the results of the thermo-acoustic analysis, particularly it obtained the velocity 
distribution as function of the frequency and of the duct radius. As for a given gas the density 
and the fluid viscosity are known, the frequency, the radius of the duct, and the pressure are 
the main parameters that affect the velocity distribution. As the pressure is fixed, the only 
parameters that can be modified are the dimension of the tube and the working frequency. 
Finally, the velocity distribution at working frequency (1kHz) is reported in Fig. 3, with the 
detail near duct wall. The velocity profile has a flat shape in the center, with small peaks close 
to the wall. 
 
5. Electromagnetic analysis 
 
The 2D axisymmetric geometry model consists in a glass tube closed at the ends containing 
ionized helium gas. Two copper sleeve electrodes have been positioned at an equal distance 
from the duct extremities, and have been connected 
to a HVDC power supply. The electric potential V 
represents the dependent variable of the problem. A 
space charge density ρ (see Table 1) has been 
inserted near the sleeves. Between a parametric 
analysis, by varying the external source HVDC, an 
optimal value of voltage has been found. Applying 
this value to the electrodes, as can be noted from 
Fig. 4, the electrical potential profile is null and flat 
in the central zone between the two electrodes 
where the electrical field is thus equal to zero. This 
allows to achieve an equilibrium condition for the 
charge distributions that the electric field will 
cannot alter. 
 
6. Conclusions 
 
The charge distribution thickened near to the electrode can be obtained by applying a suitable 
external potential difference. As can be noted from the electrostatic study the electrical 
potential profile is null and flat in the central zone between the electrodes where the electrical 
field is thus equal to zero. This allows to achieve an equilibrium condition for the charge 
distributions that the electric field will not be able to alter. Considering the "Dark space" 
phenomenon (see Section 4), from the previous thermo acoustic study is apparent that by 
acting properly on frequency and radius, one can get the best velocity profile for ensure an 
enough intense vibration of the particles thickened near the electrodes. 
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Figure 4: Optimal distribution of the 
electrical potential along the duct 
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Abstract :  

Driving a MHD generator by a thermoacoustic engine is a promising concept concept without 

any moving mechanical parts. Because of the density of the conducting fluid in the MHD 

generator exceed largely the density of the thermoacoustic working gas transferring energy 

from the acoustic wave towards the moving fluid columns is a real challenge. Transferring a 

certain amount of acoustic power to such a high impedance requires a high acoustic pressure 

amplitude. This is not the preferred working condition for thermoacoustic engines  which by 

default operate at less than half the pressure amplitude needed to power the MHD generator. 

This paper address the design of the acoustic interface between a thermoacoustic engine  and 

a MHD generator.  

 

 

1. Introduction 

Thermoacoustics is a key enabling technology for the conversion of heat into acoustic (= 

mechanical) power.  Nowadays, thermoacoustics in itself well understood and has proven to 

be an generic applicable and efficient conversion technology. This however, is only part of 

the story. For practical and economic viable applications the interface with the outside world 

is found to be even more important.  Two major issues has to be solved, in a practical and cost 

effective way, to bring thermoacoustics to successful applications.  (1) Heat to be converted 

need to be supplied at high or medium temperature and rejected at a lower temperature from 

the process with minimal temperature loss and (2) The generated acoustic (wave) power, 

which is proportional with input- heat and temperature, has to be converted into electricity in 

a scalable and efficient way.  

 

Focus of this paper is on the conversion of the acoustic power generated by a thermoacoustic 

engine into electricity by an MHD generator in which the acoustic driven, periodic movement 

of a conducting fluid in a magnetic field convert the acoustic wave energy into electricity.  

Main issue for this design is that the density of the (moving) conducting fluid in the MHD 

generator largely exceed the density of the thermoacoustic working gas. In acoustic terms, the 

high acoustic impedance of  the MHD generator need to be matched to the lower impedance 

of the thermoacoustic engine. Transferring a certain amount of acoustic power to such a high 

impedance requires a high acoustic pressure amplitude while at the same time the actual fluid 

displacement and velocity is relatively low.  

 

2. Acoustic impedance MHD generator 

For this work we will consider the data available for a small scale MHD generator designed 

for having an electric output power of about 270W. This data is given in  Table 1. 

 

Table 1 Typical data of a 270W high amplitude MHD generator. 
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Mass kg 0.395  Melt velocity vz m/s 8.88 

Frequency Hz 50 Pressure drop re (∆�) kPa 42 

Efficiency MHD - 0.75 Pressure drop im (∆�) kPa 598 

Volume flow rate � m3/s 0.016 Pressure drop |∆�| kPa 600 

 

According to Table 1, the acoustic impedance at the MHD generator input  is  

 

���� =
∆	



          N.s.m

-5
   (1) 

 

This highly complex impedance (inertance) is independent of the gas type and mean pressure. 

Using the data in Table 1 gives for  the absolute value of the acoustic impedance of the MHD 

generator  ZMHD = 6e
5
 / 0.016 = 37.5e

6
 N.s.m

-5
. 

 

3. Acoustic impedance thermoacoustic engine 

The acoustic impedance of a thermoacoustic system is given by  

 

�� =
ρ.�

��
             N.s.m

-5
     (2) 

 

In which ρ is the density of the gas, c0 the propagation velocity and A0 the reference cross- 

sectional area of the acoustic resonance and feedback circuit of the thermoacoustic engine.  

 

Default working gas for TA systems is helium at 4 MP mean pressure. Regenerator (or 

reference) diameter for a single stage standing wave resonator thermoacoustic engine able to 

deliver 330 W acoustic power is about 90 mm. Using these numbers, a typical value for the 

real acoustic (source) impedance of the TA engine Za = 6.47 kg.m-3 *1012 m.s
-1

 / 0.064 m
2
 = 

1.02e
6
 N.s.m

-5
 which is significant lower than the acoustic (load) impedance of the MHD 

generator. In an acoustic system a step in impedance introduce a partial reflection of the 

forward propagating wave which means that only part of the wave is absorbed by the load. 

This reflection coefficient (r) defined as the ratio between reflected and forward wave is given 

by  

� =
�������

�������
                  (3) 

 

Which gives for the reflection coefficient a value of r =  0.95.  Consumed power by the load is 

given by 

��_���� = ��_���� . (1 − |�|%    (4) 

 

Which implies that only 0.1 of the acoustic source power  is or can be consumed by the MHD 

generator for conversion into electricity.   

 

4. Working gas 

In general, for thermoacoustic systems, helium as chosen as working gas by default. For some 

applications however it is worth to consider another gas type. Because of the thermodynamic 

cycle in the traveling wave driven thermoacoustic process is nearly reversible, the efficiency 

in theory is independent of the working medium. In practice however some irreversibility 

remains and these irreversible loss terms are dominated by the γ value of the gas. In order to 

minimize this loss terms the γ value therefore should be high as possible which limit the 

choice to (inert) gasses or argon having a γ value around 1.6.Due to the higher density of 

argon the acoustic propagation speed is lower than for helium which means that for the same 
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frequency (50Hz as required by the MHD generator), the length of the acoustic tubing could 

be made proportional shorter. As compared to helium, for argon the acoustic power density is 

less, which implies that at the same pressure amplitude or drive ratio the cross-sectional area 

of feedback loop and regenerator-hex unit need to be increased to get the same acoustic output 

power. In other words, length will reduce and diameters increase for the same acoustic power, 

cycle efficiency and oscillation frequency. 

 

5. Dual TA engine driven MHD generator 

From the data given in Table 1 the required pressure amplitude to drive the MHD generator is 

about 600 kPa. Driving the MHD generator from one side, assuming no back pressure at the 

other side, means that at 4 MPa mean pressure the TA engine drive ratio has to be 15%. Such 

a high drive ratio is hard to reach efficiently with a single stage TA engine because of the high 

associated acoustic losses [1,2]. 

 

Because of the MHD generator is symmetric in nature, an option to solve this limitation, is to 

drive the MHD generator from each side, both with half the pressure amplitude and opposite 

phase. Such a configuration could consist of two identical TA engines mutually coupled by 

the (impedance of) the MHD generator. Problem with this configuration however is that both 

(independent) TA engines tend to oscillate in phase [3], consequently eliminating the pressure 

difference across the MHD generator.  

 

In order to force both engines to run in opposite phase they need to be coupled acoustically  

by sharing (part) the same resonance or feedback circuit. This can be done as follows. Figure 

1 shows a basic traveling wave TA engine consisting of a regenerator clamped between the 

high and low temperature heat exchanger. In this type of traveling wave engine reduction of 

gas velocity is obtained by increasing the regenerator-heat exchanger diameter with respect to 

the acoustic circuit diameter instead of impedance enhancement by interfering waves [4]. 

Losses of these diameter transitions are more than counterbalanced by the small feedback tube 

diameters and lower amplitude in traveling waves [5,6]  

 

Input reflection of the section is minimized at 50 Hz by adding an impedance matching 

network (L2, L3). This is shown in Figure 1 

 
 

Figure 1 Traveling wave TA engine with input reflection (s11) at reference plane a, 

minimized by position (L2) and length (L3) of the acoustic matching stub (compliance) 

 

Figure 1 shows that at the operating frequency of 50Hz the reflection (s11) at the input (a) is 

minimized and that forward gain (s21) exceeds one, which is an essential condition for 
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oscillation. The length of L1 is chosen such to make the acoustic length between reference 

planes a and b  equal to ½ λ. So when connect b to a by a ½ λ long feedback tube we get a 

total of 2π radians phase shift and if the temperature is above onset, a (near) traveling wave 

will be generated and maintained in this loop.     

 

Replace the ½ λ feedback tube by and identical TA section with an equivalent acoustic length 

of  ½ λ then the circuit has the same acoustic feedback lengths but with double 

thermoacoustic gain. This is depicted schematically in Fout! Verwijzingsbron niet 

gevonden.. 

 

 
 

Figure 2  Two coupled TA engines 

 

Because of the input reflection of both engines is minimized they acoustically terminate each 

other with an impedance close to ρ.c, yielding a traveling wave in the feedback loop. 

Traveling wave feedback has the advantage of transferring maximum acoustic power ate the 

smallest possible tube diameter and lowest pressure amplitude yielding the lowest acoustic 

losses [2,6]. Further the phase develops proportional with position along the loop, which 

means that at “mirrored” positions the pressure amplitude has opposite phase.  

 

Therefore both terminals of the MHD generator will connected to opposite positions along the 

(traveling wave) acoustic feedback circuit. Because of the pressure amplitude at opposite 

positions has a mutual 180° phase shift, the pressure amplitude difference across the MHD 

generator will be twice the pressure amplitude or drive ratio at each individual engine stage.  

 

In principle the high impedance MHD generator can be coupled everywhere in the circuit but 

an option to eliminate additional T-junctions is to connecting them between the end of the 

compliant stubs  (L3). The final configuration then looks as depicted in Figure 3 

 
Figure 3 Dual TA engine driving the MHD generator in “push-pull” mode 
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Simulations for the configuration of Figure 3 shows that due to the “transformation function” 

of the acoustic circuit  ≈ 620 kPa is generated across the across the MHD while the cold hex 

pressure amplitude of the TA engine is ≈ 110 kPa (drive ratio  3.3%).  For an input 

temperature of 995K and a heat rejection temperature of 400K the thermal efficiency (without 

static heat losses) is calculated to be 35% which corresponds to an exegetic efficiency of  

58%.  From the simulations it is also observed that efficiency with argon as working gas could 

be as good as for helium.  

 

6. Conclusions 

Driving a MHD generator by a thermoacoustic engine yield an attractive concept without any 

moving mechanical parts. Initially the difference in acoustic impedance between MHD 

generator and thermoacoustic engine cause that only 10% of the engine output power can be 

consumed by the MHD generator   

 

In this paper a geometry is proposed which match both impedances both by and alternative 

geometry using a dual stage thermoacoustic engine and by using a more heavy working gas  

 

In this configuration the MHD generator is driven in “push-pull mode” by two traveling wave 

thermoacoustic engine stages. This way a  high pressure amplitude is generated across the 

MHD generator while at the same time the thermoacoustic engine operates at a much lower 

pressure amplitude. 

 

For this application argon instead of helium is considered as working gas and is found to 

strongly reduce acoustic tube length yielding a more compact device for the same power and 

efficiency  
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Electric generator using thermoacoustic conversion could be a very good candidate for space 

applications. Indeed thermoacoustic systems are efficient and reliable. The only moving parts 

appear in the electroacoustic system and works at ambient temperature, contrary to the 

Stirling systems. A first prototype has been built to test the feasibility of matching one 

thermoacoustic amplification cell between two linear alternators from Chart Industries. The 

first one (1s132d) provides acoustic power which is amplified by thermoacoustic before being 

converted into electricity by the second linear alternator (1s175d). On this first prototype, an 

electric resistance provides the heat power to the thermoacoustic amplification cell. As the 

feedback electric loop between the two linear alternators to get a self-sufficient system is not 

set up, the electric power is dissipated into a RC load. 

The system is working with 30 bars helium and with a frequency of 60 Hz. The 

system is built with two enclosures: one corresponding to the thermoacoustic wave guide and 

the second surrounded insulation placed around the wave guide. This insulation is supposed to 

be filled with argon or nitrogen gas in order to improve the insulation efficiency. 

Some results concerning the sizing and the experimental analysis of the prototype will 

be presented at the conference. The system was design being able to accept heat source at 

temperature up to 950°C. Runs were performed varying acoustic input energy up to 200W for 

various hot source temperature scaling from 500°C to 900°C. They show that the system is 

very stable without nonlinear effects even for high temperature gradient in the buffer tube. As 

an example, the thermoacoustic cell (Heat exchangers, regenerator and buffer tube) reaches 

about 55% of Carnot with a hot temperature of 700°C taken into account the heat losses. By 

reducing them, the system can achieve near 70% of Carnot. 

By improving the thermal insulation of our setup, it could be shown that the global 

efficiency could be greater than 25% with one thermoacoustic amplifier and 40% with 2 

amplifiers using heat sources at 950°C. 
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Abstract	
Airbus Defence & Space - Space Systems, Airbus Group Innovations and Hekyom have analyzed in a self-funded joint study the 
possible use of Thermo-Acoustic generators for space applications. To make the analysis more pragmatic, two different cases 
have been considered: 

1) A telecommunications satellite, in geostationary orbit, with an electrical power demand of 40kW 
2) A deep space exploration mission, with an electrical power demand of 100W. 
 

1 Thermo	Acoustic	Power	Generation	–	the	principles	
A ThermoAcoustic engine is a heat engine which converts heat into acoustic power and ultimately into electricity if appropriate 
conversion devices (e.g. alternator) are used. The working fluid is a gas, usually helium, maintained at high pressure (generally 
around 25 bars) inside a pressure vessel. The acoustic conditions are provided to get a resonant system. 

1.1 The	TAG	unit	
The ThermoAcoustic engine architecture proposed here and patented by Hekyom allows a Stirling-type TA engine without the 
usual drawbacks of a conventional Travelling-wave TA engine which are usually bulky and heavy loop-type machines. 
In this concept, a linear motor generates an acoustic wave which is amplified through a TA amplification cell composed of a cold 
and a hot heat exchanger with a regenerator in between. The acoustic wave is then delivered to the resonator and converted into 
electricity via a second linear alternator at the end of the pressure vessel. Some of the energy produced is sent back to the linear 
motor. The resulting power is the net power. 
Figure below describes a 2-stage TAG architecture and shows the efficiency against hot and cold heat exchanger temperature. At 
1000°C, this concept should achieve about 40% efficiency. Note that using a 3-stage TAG architecture will improve the global 
efficiency and reduce the weight and power of the wave generator 

 
Figure 1 - TAG architecture and TAG efficiency as a function of hot and cold heat exchanger temperatures 

1.2 TAG	demonstrator		
Airbus Group Innovations and Hekyom have jointly developed a Thermoacoustic engine aiming at demonstrating the high 
efficiency of the above TA engine architecture for high temperature applications. For the purpose of the demonstration, a single 
stage architecture has been designed and tested as the amplification of a 2-stage thermoacoustic engine is well known and easily 
predicted.  A complex measurement set-up on the prototype has allowed correlating measured engine efficiency against predicted 
efficiency derived from in-house software (called “Crista”), as shown in Figure 2 below. 

450



 
Figure 2 - Measured non-ideal efficiency (fraction of Carnot) and demonstrator set-up 

This prototype has demonstrated the potential of the TAG to achieve a thermal efficiency of 40% at 1000°C for the hot 
temperature. Improvement on the design shall reduce the thermal losses that were measured during testing. 

1.3 TAG	in	space	–	2	test	cases	
Following the work performed between Airbus Group Innovations and Hekyom, a self-funded joint study on the possible use of 
Thermo-Acoustic generators for space applications have been engaged late 2012. In order to make the analysis more pragmatic, 
two different cases have been considered : 
1) A telecommunications satellite, in geostationary orbit, with an electrical power demand of 40kW.  
2) A deep space exploration mission, far from our sun, with an electrical power demand of 100W. 

2 The	telecom	satellite	case	
Amongst all the spacecraft manufactured in the last 50 years, telecommunication satellites and space station are the two items 
that exhibit the biggest power demand. In this group, telecommunication satellites are setting the bench mark in terms of mass 
and power efficiency. 
The market of the space solar array generators is completely driven by these missions which are good candidates to test the TAG 
technology. 

2.1 Schematic	of	a	solar	based	TAG	power	system	
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3 - Typical functional breakdown of a solar based TAG power subsystem 

2.2 The	study	case	requirements	
We chose to direct the case on 2x20kWe maximum in order to focus the study on next generation satellites, but two other points 
of load have been selected at 2x5kWe and 2x10kWe, analyzed as de-scopings from the 40kW point.  
The TAG implementation has to be compared to a standard solar array based system, with a mass of 2 x 210kg (including the 
drive mechanism) for a 2x20kWe end of life power capability. 
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2.3 Drivers	first	analysis	
So as to minimize the overall surfaces of the light collector and the rejected heat dissipator to accommodable dimensions, high 
temperatures have to be selected for the hot point (1000 to 1200°C) and the cold point (150 to 200°C). 

 
Figure 4 - Collector & dissipator surfaces as a function of hot & cold temperatures  

As a consequence of this necessity, a high flux concentration (500 to 1000) is needed to achieve the required hot temperature, to 
minimize the infra red losses wrt the concentrated spot surface and to minimize the concentrator mass and complexity. This 
brings in turn the following constraints 

 Stringent collector shape requirements (typ. 0.03° slope error for a 10m parabola) to achieve the concentration ratio  
 Accurate 2 axis sun pointing of the collector (better than 0,05°) to keep the spot inside the concentrator. Note that 

single axis pointing is used for PV solar arrays wrt the cosine law degradation - which does not apply for TAG case 
 Very high efficiency coatings (better than 95% to 90% after 15yrs) and cooling for secondary collecting surfaces 
 Efficient & long life time hot temperature materials: for light to heat conversion (refractory metals or Ceramics – e.g. 

SiC), for hot heat transport (e.g. Li/Nb heat pipes), for insulation and adjacent units protection (very high temperature 
nanoporous foams and MLI) 

 Efficient light transport technologies: Low weight optical fibers or light wave guides, with low absorption, high 
numerical aperture and able to sustain high temperatures on the light to heat conversion end 

At system level, the first level criticalities are the following 
 Large collector & dissipator accommodation wrt masking or contamination constraints regarding the large RF antennas 

collimated beams, the RF repeater heat radiator walls field of views and the large plume of the electrical thrusters 
 Power up after launch vehicle separation and transients handling during eclipse and/or power demand shedding. Note 

that 2x200kg of Be for heat storage could provide the capability to sustain the longest eclipse duration but power up 
constraints impose to keep the standard electrochemical batteries 

 Early operations, including perigee raising and orbital inclination reduction, drive the required angular domain 
 Safety & testability issues for on ground integration, and also for failure and safe mode concepts 

2.4 Families	of	assessed	concepts	
Family 1: Off axis collector – based on:  

 Concentrator and TAG unit accommodated inside the 
satellite to minimize the rotating mass 

 A large off axis collector (~70% surface efficiency), 
motorized with a gimbaled 2 axis annular mechanism. 
Note that an additional protection device is needed vs non 
perfect pointing cases 

 Dedicated radiators, potentially behind the parabola (but 
non continuous rotation in that case for disentangling)  

 
 
Family 2: Array collector – based on arrays of small collectors on 
deployable and rotating panels 

 Small collectors: square parabolas or square Fresnel lenses 
 Optical fiber + light waveguide light transport from the collectors 

to the concentrator 
 Concentrator and TAG unit accommodated in the TAG supporting 

mast, involving a rotating electrical power transmission device. 
Dissipator is located on each panel rear face 
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Family 3: Large collector fully external package – based on arrays of small 
collectors on deployable and rotating panels 

 Preferably a Cassegrain collector amongst all the traded options (single 
Fresnel lens, single parabola, Gregorian, ..) 

 Concentrator and TAG implemented between M1 and M2 reflectors – 
involves also a rotating electrical power transmission device 

 Dissipator accommodated on the rear face of the M1 mirror 
 
Several technological and conceptual trade-off have also been conducted at lower 
levels regarding: 

 Collector concept (technology, deployment, focusing and pointing sensors) 
 Mast concept (deployment, technology, mechanism) 
 Concentrators & hot heat transport technologies 
 Optical fiber + light waveguide candidate technologies 
 Cold heat transport and dissipation 

2.5 Synthetic	results	
The preferred concept is the Cassegrain solution (from family 3) which provides the highest overall efficiency (19%) and lowest 
mass (2 x 660 kg) of all the traded concepts, calling for a 10m M1 diameter per side.  
Unfortunately, the TAG option is currently not competitive vs the current photo voltaic paradigm wrt the following issues: 

 The mass issue: The specific power with TAG is ~30 We/kg whereas up to 85 We/kg can be considered with 
photovoltaic solutions over the same timeframe. Hence, with this mass penalty, the delta cost due to the TAG delta 
mass to launch in GEO is similar to the cost of the photovoltaic array itself  

 The TRL issue, especially regarding low mass/high efficiency collectors, supporting mast and 2 axis accurate pointing 
mechanism, high temperature collectors, heat transport and nano porous insulation materials  

 The system issues regarding accommodation, transients management, electrical propulsion compatibility, impacts on 
attitude control stability, failure modes and on ground testing. 

3 The	deep	space	exploration	mission	
All space missions require a source of power which can be derived either from the sun, nuclear sources, or chemical reactions. 
Historically the processes include: 

 Solar power, based on photovoltaic cells (η=28%, rising to ~35%) – used on the majority of Earth orbiting satellites 
 Chemical conversion, based on fuel cell technology (η~50%) 
 Radioisotope Thermal Generators (RTGs) based on Thermoelectric conversion  (η~7%) 
 Nuclear fission reactors using thermionic conversion, e.g. SNAP/TOPAZ (η~5%) 

Many alternative energy conversion processes have also been investigated with the aim of increasing the efficiency, including: 
 Thermo-mechanical conversion from Radioisotope  Heather Unit (RHU), Stirling/Brayton/TAG (η~30%) 
 Thermo-photovoltaic or TI conversion of RHU (η~30%) 
 Thermal collectors (e.g. solar or geothermal) 
 Electro-dynamic in planetary magnetic fields (i.e. conversion of s/c fuel) 
 Bringing a source of fuel to consume in a (semi-) conventional engine (e.g. H2) 
 Local fuel production/scavenging (e.g. H2) 
 Conversion of local radiation flux (e.g. around Jupiter) 

Away from Earth Orbit, there are two specific challenges which need to be addressed: 
1. At orbits further away than Mars the solar flux is so weak that a huge solar PV array is required 
2. At orbits closer than Venus the solar flux is so strong that heat rejection from a PV solar array becomes extremely 

difficult 
For these reasons Nuclear Power Sources (NPS) are extremely attractive as mission enablers. 

3.1 Existing	Radio‐isotopic	Power	Sources	
Nuclear Power Systems has enormous heritage since the 1960’s, including the most famous example “Voyager” which was 
launched in 1977 and continues to operate to this day beyond our solar system. Developed by NASA these units consist of pellets 
of Pu-238 which slowly decays releasing heat which is converted to DC electricity by a Thermo-Electric Generator (TEG). The 
most recent development of this technology is currently providing all the power needed for the Curiosity rover to explore the 
surface of Mars. This “Multi-Mission Radioisotope Thermal Generator” (MMRTG) was developed by Boeing and generates 
290W of electricity at beginning of life with an overall system efficiency of 6.8% (the ratio of electrical output to thermal input, 
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including controller system). 8.1kg of Pu-238 is carried on-board and the total MMRTG mass is 57 kg, leading to a specific 
power of 5.1We/kg.  
An alternative concept based on a Stirling convertor (the ASRG, Advanced Stirling Radioisotope Generator) has also been 
developed in the US, most recently by Lockheed. The major advantage of the ASRG is the higher conversion efficiency of the 
Stirling convertor leads to a system efficiency of 28% and therefore need for much less Pu-238 (0.88kg for 123We at BOL); 
critically important since the US recently had a shortage of Pu-238. However with the recent re-start of US Pu-238 production the 
ASRG programme has been scaled back. Nonetheless the performance is impressive, with a specific efficiency of 6.9We/kg. 

3.2 State	of	the	art	in	Europe	
In Europe there is growing interest in the development of an RTG capability to enhance the capability of future European deep-
space missions. ESA have initiated the development of RTG technology with 3streams: 
 Thermo-electric generator (TEG) converters for low power (5 to 50We) 

o Leicester University & Airbus DS (supported by Fraunhofer IPM) have developed a TEG-RTG breadboard 
 Stirling for higher powers (250We) 

o SEA & RAL (supported by University of Oxford) are leading this activity with a breadboard under development 
 Radioisotope activities are on-going with a focus on Am-241 (Am2O3) instead of Pu-238 due to availability and cost 

o National Nuclear Laboratory (NNL) in UK will lead extraction of Am-241 
o SEA, Leicester and Lockheed Martin developing containment and encapsulation 

 
A key aspect is the fuel production and the plan is that Am-241 fuel pellets will be produced at Sellafield by chemically 
separating  Am-241 from aged Magnox-derived plutonium dioxide. Although Am-241 has better availability and lower cost than 
Pu-238, it still requires a full suite of handling & safety protection and has a lower thermal output per kg (105Wth/kg compared 
to 411Wth/kg for Pu-238). 

3.3 The	study	case	requirements	
The purpose of the Radioisotope TAG (RTAG) study was to determine if the TAG technology could offer any advantages 
compared to the other on-going developments in Europe. The first step was to define the requirements and four types of mission 
classes for exploration and planetary missions were defined: 

 10kW : human exploration 
 1 kW : multi-mission orbiters such as Cassini, JIMO-Light 
 100W : ‘manoeuvrable’ field science such as Mars Rovers, Aerobots, sub-surface Europa probe 
 10W : complement to solar cells, miniature geophysical packages 

All require : 
 a technology which is scalable since total number of missions will always be small 
 to minimize amount of radioactive material by high efficiency (cost & safety) 
 >5 years operation highly desirable to account for spectrum of possible life-times 
 ability to self-start 
 management of thermal power during cruise phase 
 possibility for redundancy 
 low radiation flux + compatible with RHU with impact protection 
 output voltage ~ 28V DC and compatible with power demand profile of mission (e.g. peak or continuous power) 
 and low vibrations 

 
An exploration mission of 100W electric was selected as the baseline, which enabled a direct comparison with other 
developments. In this case this meant that the total mass (including 241Am2O3 fuel) should be <60kg (including radiators) to be 
competitive, with the other required identified as (based on outputs from Airbus Defense and Space/Leicester/SEA NSTP study 
for UKSA & ESA studies) 

 Voltage 28V DC 
 Exported vibrations <0.1N 
 Reliability >90% for 15 years 
 SPF free (note that the ASRG is not SPF free) 
 Volume <= 0.5m3 
 Capable of being mounted on a rover or boom 
 Stackable/modular for multi-mission approach 
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3.4 Assessed	concepts	
The RTAG principle is based on a Radioisotope Heather Unit (RHU) consisting of a 200Wth (end-of-life) Am-241 encapsulated 
in a graphite impact shell and outer aeroshell. This system prevents the scattering of nuclear material in the event of a launcher 
failure on the pad or in Earth’s atmosphere. Each module weighs 5kg and contains 1.9kg of Am-241. This does not represent an 
module in current production but instead is expected to be similar to the final design. 

In the basic RTAG the RHU is insulated from the environment (both radiatively and conductively since the unit could be 
operated in both vacuum and air). The RHU is then connected to a TAG which is mounted in a thermo-mechanical structure 
including radiators to carry away the waste heat from the unit. Integral to the unit are conditioning and control electronics which 
ensure correct phaing and safe operation of the TAG, whilst also converting the AC output of the TAG in to DC current for the 
spacecraft bus. 

 
Figure 5 - The basic RTAG architecture 

The first trade-off was on an overall concept for redundancy and modularity, with the aim to make the RTAG applicable to as 
wide a variety of exploration missions as possible (including both deep space and Mars surface). Because the rate of missions is 
likely to be very low (maybe one per 10 years) it was decided that the core architecture would remain the same but the external 
architecture would likely to be optimized for each mission. Hence the basic design was a single 100We output unit which, if 
necessary, could be used multiple times on the same spacecraft to provide more power. 

Different trade-offs were carried out on the TAG mounting scheme, insulation system, heat exchanger and transport design 
(including direct conduction and heat pipes). A key trade-off was the external radiator design since a key aspect of a TAG is that 
the overall efficiency is strongly related to the cold-end temperature. Since the radiators are strongly impacted by the presence of 
convection and the first application was likely to be a Mars rover, the radiators were designed to take advantage of convection 
and also to fit into the fairing a descent module compatible with an Ariane 5 launcher. The possible advantages of deployable 
radiators was not used because of the additional complexity and need to limit the moments-of-inertia for the rover dynamics. 

3.5 Synthetic	results	
The final RTAG concept consists of the RHU, TAG, thermo-mechanical enclosure, radiators, loop heat pipes, and various 
internal mounting systems. The design was supported by TAG analysis, preliminary mechanical and thermal models, and 
electrical simulation. With 2 x 400Wth RHU assemblies the best performance in the Mars atmosphere was 126W electrical 
output, i.e. a total system efficiency of 32%. It may be possible that this could be increased to 34% if recently observed 
improvements to TAG efficiency are also realized. The overall mass was estimated at 50.0kg which leads to a specific power of 
2.5We/kg. It should be noted that the cause of the difference to the alternative US concepts is the lower thermal output per kg of 
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the European Am-241 fuel, compared to Pu-238 which is used by NASA. The TAG efficiency is seen to be comparable to that of 
a Stirling convertor although the TAG has no moving parts at the hot end and is therefore expected to be more reliable. 

A possible development program was defined for the RTAG with the main focus on the RHU (including the fuel production). A 
period of 6 years was deemed adequate for the entire project, although this is highly dependent on the fuel production success and 
also the funding available. 

 
Figure 6 – The RTAG concept 

 

Table 7 – RTAG power losses and mass budget 

4 Conclusion	
Thermo Acoustic Generator technology, while being not adequate compared to the photovoltaic conversion concepts for solar 
powered missions, is an attractive alternative for Radioisotope power based missions for which this technology can bring similar 
or slightly better specific power and efficiency figures (respectively 2.5 We/kg and 30%) than Stirling based conversion systems  
while augmenting the system reliability thanks to the reduction in moving parts. 
So far, the thermo-acoustic generator is not yet part of the European roadmap for deep space electrical generator, but we have 
demonstrated it is a valid candidate. The ESA technological directorate ESTEC has been made aware of this new technology that 
should be considered in the panorama. 

Losses Power [W] % of input
TAG 176 44%
WG 3 1%
LA 27 7%
Controller 11 3%
Insulation 17 4%
RHU struts 8 2%
TAG conductive 30 8%
Sub‐total 272 68%
Output DC 126 32%
Input Power 400 100%

Mass budget
RHUs 10.0 20%
TAG core 1.1 2%
Controller 4.0 8%
Alternator 4.1 8%
Wave generator 0.5 1%
Insulant 6.1 12%
Box 14.1 28%
Top fins 3.4 7%
Side fins 3.4 7%
RHU supports 1.5 3%
Thermal HW 1.8 4%
Total mass 50.0
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Abstract: Replacing traditional PV solar arrays on telecommunications satellites by 
thermoacoustic engines brings to unacceptable over mass and therefore over cost of the 
satellites. In this paper we show that redesigning a complete satellite around thermoacoustic 
engines paves the way for such energy onboard together with lower global mass and much 
lower costs. 

 
1. Introduction 
The onboard energy of telecommunications satellites has increased over years, culminating 
around 20kW DC power today. However, costs also have increased for GaAs multi-junctions 
high efficiency cells, so that, on recurring satellites, the solar generator price can reach up to 
20% of the satellite one. Finding a path to decreasing such a cost therefore is quite an 
interesting subject. However, the race today more seems to be in ever more efficient with ever 
more junctions photovoltaic cells, so that the competitiveness equation for the prime 
contractors which make satellites and sell them at world level always remains the same with 
no player able to make any real breakthrough compared to the others. It clearly is the 
objective of this paper to show the way we could create such havoc in the field and which 
would oblige most players to radically change their way of thinking their satellites 
architectures. 
Indeed, like we experienced it in aeronautics, changing the onboard energy paradigm cannot 
consist only in changing the ad hoc devices on a standard product and then cross the fingers 
waiting for its working. Such type of trials were made with electric planes and showed to be 
no-ways. On the contrary, those who built new concepts of planes around a new type of 
energy generation (e.g. fuel cells) succeeded. This is what we intend to show in this paper: 
there is a potential for rupture through a radical change in the energy generation onboard 
spacecrafts. For this, we propose converting sun energy into heat and heat into electricity with 
the help of a thermoacoustic engine. We shall describe the potential problems we shall 
encounter and shall propose some “to be completed” solutions. But this is how incremental 
R&T works: we solve the problems pace to pace, knowing in advance that the realization is 
globally possible. Of course, current spacecrafts are optimized for the technologies they use, 
so there is no surprise that changing as an important subsystem as the energy generation will 
imply a brand new architecture which will need to be also optimized. 
 
2. Possible alternatives to photovoltaic cells 
Our purpose is to generate electricity from the sun. There are not so many ways to do so. The 
most straightforward possibility against photovoltaic generation is the one of thermal 
machines. In such a case, thermal energy is given by the sun and therefore the thermal 
machine must not be a one with internal combustion. In such a case, the best suited machine 
could or should be the Stirling engine which theoretical efficiency is given by the celebrated 
Carnot formula  

 1 c

h

T
T

η = −  
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where  is the cold temperature of the engine and  the hot one. However, traditional 
Stirling engines, that they be of 

cT hT
,α β  or γ  type, all have mechanical moving parts and 

satellite makers do not like mechanical moving parts onboard. This is the reason why our 
choice has gone to thermoacoustic engines which are kind of Stirling engines. Roughly 
speaking, such engines are Stirling like but this is a sound wave which plays the role of the 
piston, so that there almost are no moving parts in them as we shall see. 
There also is another reason why we choose thermal engines as a potential replacement to 
photovoltaic cells. Indeed, the latter use only a part of the spectrum of sun. Multi-junctions 
cells only deal with superposing different photosensitive layers which are transparent to the 
other wave lengths they are sensitive to. Theoretically, there seems to be no limitation to 
stacking such layers, but we know by experience, that the cost dramatically increases with the 
number of layers. On the other hand, increasing the efficiency of a thermoacoustic engine, 
whereas it already has an excellent one as we shall see, does not seem so costly. 
 
3. Choice of the thermoacoustic engine 
In its tradeoffs, Airbus Group Innovations has paid particular attention to the Hekyom 
solution which is shown in the figure hereunder. 

 
Figure 1: Hekyom thermoacoustic principle. 

 
Let us quickly explain the working principle. The linear alternator on the left generates a 
primary sound which is thermally amplified and feeds the linear alternator on the right which 
creates electricity. A portion of the electricity is injected again in the system for further 
functioning. 
Hekyom and Airbus Group Innovations have cooperated on the making of a 1-stage 250We 
demonstrator which allows expecting, in the end, a global efficiency sun to electricity of 40% 
as shown on the figure hereunder. 

 
Figure 2 : Expected efficiency of the Hekyom engine. 

Please notice that the expected global efficiency is as good as the one of today’s best available 
GaAs cells. 
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4. The problem 
Several traditional satellites architectures have been studied. They basically consist in 
replacing the PV arrays by parabolic concentrators. 
The results however were disappointing: the global mass was such that the cost reduction got 
from the use of a thermoacoustic engine was not worth, the over cost being due to the global 
over mass of the system. More precisely, given the price per kilogram in orbit, that is 
20k$/kg, the launch cost increase overshot the savings due to the thermoacoustic engine, for 
reaching about the same cost in total as a standard solution. 
But, let us comment some side questions. For a 20k$/kg, the cost of a TAG in a traditional 
architecture is about the same as the one of a traditional solar generator. However, space 
launchers are on the brink to enter a revolution. Such launchers as Falcon of Space X, for 
example, already propose a 10k$/kg for launches. With such figures, TAGs become 
competitive. Moreover, competition for launch costs is far from being over and we can expect 
dramatic upcoming decrease, so that TAGs will become even more interesting. In addition, 
the range of use of TAGs is much larger than the one of traditional solar arrays. We could 
even imagine some standard TAGs which would be used as off-the-shelf oversized low cost 
devices for plenty of space applications. In clear, this means that even if the savings on a 
given spacecraft in development is not there, it implies great savings for the whole ESA-led 
community of space. What will not be spent on solar arrays in the future thanks to TAGs can 
be used for some other new programs, as, for example, more near sun research satellites, 
leading Europe being the leader in sun physics. 
 
5. The mass problem 
Let us turn to the mass problem. For the sake of simplicity, we shall speak of a 
telecommunications satellite, but it remains valid for all applications. The problem splits into 
two parts: the weight of the thermoacoustic engine itself and the one of its environment 
(concentrators and their deployment). 
 
6. The engine 
Let us begin with the engine. The figure hereunder shows the demonstrator developed by 
Hekyom under Airbus Group Innovations order. 

 
 

Figure 3: Hekyom demonstrator. 
A first way to decrease the mass is to add a third stage, so that the input alternator will inject 
weaker power and therefore will be much lighter. A second way consists in designing a new 
type, much lighter of a linear output alternator. We are on track! 
With such a potential solution, we expect to divide the mass of the engine by a factor of 2. 
Please be aware that this applies for all ranges of powers. 
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7. The sun capture structure 
Now, we have to deal with the sun capture and concentration so that the engine can work. 
Traditional struts Mecano is not adapted because it is too heavy. In order to avoid such mass 
penalty, we think inflatable structures will better fit our needs. Moreover, the reader should be 
aware that on a traditional telecommunications satellite, the solar arrays need to follow the 
sun and then need to rotate a full turn per day, involving the use of an engine. Finally, since 
the energy source turns, there must be a rotating transmission of the current into the satellite. 
This therefore implies the use of a device called ‘Solar Array Drive Mechanism” (SADM) 
which can pose problems of reliability and which costs a lot. 
Before commenting on, let us first give a picture of our concept. 

 
Figure 4: Possible architecture. 

 

As can be seen on the figure, the mirror is a toroid. An alternative view of it is given 
hereunder. 

 
Figure 5 : Detailed view of the tororid. 

 

The main problem is displayed on the figure hereunder. 
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Figure 6: Light collector. 

 
The question is: how much light are we going to be able to concentrate, since the entire 
diameter is not efficient? Roughly speaking, for a given efficient surface of the concentrator, 
we have the choice of the diameter of the torus. Since an infinite diameter torus would give 
100% efficiency, we shall choose the greatest possible diameter and the efficiency will of 
course depend on that diameter. Moreover, we can imagine alternative solutions like the one 
displayed on the following figure. 

 
Figure 7: System with a tertiary mirror. 

 
Since everything will be made of thin fabric, it is expected to be very light. Dealing with 
sunlight for heat creation only, allows not to be too binding for the geometry. Just please also 
remark that such a solution allows functioning without any rotating engine to follow the sun 
daily and no SADM! Of course, alternative architectures still are under study. 
 
8. Making of the device 
The making of the device is through inflation and polymerization of fabric under UV’s. 
Typically, the mast is inflatable and could be, say, unfolded through inflation the same way as 
a fishing rod is. The typical mass for such a mast is about 1kg/m. Then the torus is inflated 
with tricks allowing having parts of it with a parabolic surface with the right characteristics 
and other parts which will disappear under UV’s once the parabolic shapes will have 
hardened. 
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Figure 8 : device inflation 

 
9. Remaining problems 
We have no room to describe in detail in this paper all the remaining problems. They are in 
fact not numerous, but there is a major one which is the interface between light and heat in the 
neighborhood of the thermoacoustic engine. The targeted heat is about 1000°C so that we 
have to deal with what we call the solarization of the engine which is a difficult problem. But 
we think we are able to deal with it. 
 
10. Synergy with the system 
Finally, the mast is best suited for being the support of the radiator for the cold source. There, 
we propose to take the opportunity to use it in the same time as a radiator, as a tank for fluids 
and replacing the traditional battery on board by an H2/O2 fuel cell. It looks like on the figure 
below. 

 
Figure 9: Gas storage for the fuel cell. 

 
We suggest using pretty big tanks, with small pressure inside so that even water will remain 
under gas form and that the radiating surface is big enough to ensure an interesting cold 
temperature (less than 50°C). 
Then we suggest coupling this radiator which we need whatever happens, with the 
telecommunications payload since what mainly limits the integration density of 
communications payloads is the Joule effect. 
In the end, since fuel cells ultimately will have a global energy density about 10 times the one 
of batteries (Airbus internal study), the global mass will be much lighter than the one of a 
traditional satellite. 
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Abstract: To produce electricity dedicated for space applications, the heat source 
accessibility, the weight, the dimensions and the global efficiency of the proposed solution are 
of a great importance. One of the conventional solutions is to use the Stirling engine, which 
have been experimented for many years. However this technology seems to have a limited 
reliability related in particular to the moving parts. A breakthrough in the conversion 
processes could be the thermoacoustic (TA) technology where the thermal to acoustic power 
switch is occurring.  In this paper, a brief explanation of the TA process and recent 
technology development are presented in order to underline the TA competitiveness, its 
advantages and its weaknesses. Moreover, a conducted experimental investigation on a new 
acoustic design prototype is presented: the results have shown a relatively high efficiency, 
however more efforts are needed to enhance the performance of this system. Thus finally, 
some improvement-keys are proposed to boost the electricity production for space 
applications.  
1. Introduction 
For more than 30 years, arousing interests have been dedicated to TA technology. Since no 
moving parts, no exotic materials and no close tolerance are required, the TA system is a 
simple, highly reliable and low cost promising solution to generate electricity. Moreover, TA 
engines can be designed in a way to operate with high heat temperature sources (up to 1000 
K). However as any nascent technology, it has been always quite difficult to fund the required 
research program allowing quick progress in the understanding and the breakdown of 
technical and theoretical barriers. This may explain the relatively low development of TA 
process applications. 

Stirling process, invented two centuries ago is still considered as one of the best, or the 
best, thermodynamic cycle and engine for heat driven energy production. But recently, some 
lack of reliability has appeared for long space mission. On the other hand, for the last twenty 
years many improvements have been accomplished in the design and construction of TA 
engine. 

Even if most of the barriers are the same for the two technologies as heat supply or 
acoustic to electrical energy conversion, it is known that TA process may strongly improve 
the reliability by suppressing nearly all or even all the moving parts.  
In this paper, the physical process of TA is described. In the second part, the new acoustic 
topology proposed by HEKYOM is presented; the results of the experimental investigation 
conducted on the prototype are given. Finally, key-improvements currently developed in 
HEKYOM are proposed. 
2. Thermoacoustic technology 
To perform a thermodynamic cycle supposes a proper phasing of the successive occurring 
transformations. In the Stirling engine, this phasing is provided by the mechanical component 
of the systems (e.g. reciprocating pistons, displacers etc...) each intervening at a proper time 
to build up a thermodynamic cycle. As for the TA systems, this phasing is ensured by the 
propagation of a wave, who takes in charge the role of the mechanical components in any 
conventional Stirling engine. Amplitude of the created wave in the resonant cavity of the 
system must be high enough to replace the piston, the displacer and the expander in the 
Stirling engines.  
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As any engine, the performance of the TA technology is firstly revisited based on Carnot’s 
criteria.  

2.1. Heat engine and Carnot criteria. A source at high temperature  delivers heat 
 to the engine which will convert part of this heat into energy  (mechanical or acoustic, 

Fig.1a). The unconverted heat  is withdrawn to the sink at lower temperature . The 

Carnot factor (  ) which limits the real efficiency  is presented in 
(Fig.1b) according to the high heat temperature. The relative real efficiency to Carnot is 

defined by: . 
 

 
(a) (b) 

Figure 1: (a) Ideal presentation of an engine (b) Graph showing the variation of the Carnot efficiency and the 
theoretical amplification factor of a thermoacoustic cell related to the variation of the hot temperature (Tc=300 

K) 
 
Then, for a diesel engine, ηrc is of the order of 45%, as for many engines except probably gas 
turbine. Note that it is important to talk about global efficiency including all losses occurring 
in the process. 

2.2. Thermodynamic cycle occurring in a thermoacoustic process (physics at meso 
scale). In general, TA is the coupling phenomenon of the sound wave propagation described 
by the motion, pressure and temperature oscillations and the oscillating heat transfer between 
the compressible fluid (gas in the most of cases) travelling within a small channel and the 
neighboring solid boundaries. The channel diameter d must be of the order of the interaction 
scale between an oscillating fluid wetting a solid wall. This scale is known as the thermal 
boundary layer ( ) which is in practice of the order of 1/10 mm. to get a significative energy 
interaction, it is thus necessary to associate a maximum of couple boundary layer + wall in the 
available volume.  

In a TA process, the conversion of thermal to acoustic energy takes place in a porous 
medium (of length ) called regenerator or stack. This device is sandwiched between two 
heat exchangers (HEXs) to form the heart of the engine called the wave amplifier (Fig.2). 
Connected to thermal reservoirs, the cold HEX connected to the sink at  and the hot HEX 
connecting to the source at  are able to maintain a temperature gradient ( ), along the 
regenerator or stack. Due to this temperature gradient a sound wave is able to be amplified by 
extracting the heat (  from the hot source and evacuate the unconverted residual heat 
( ) to the cold sink. Actually the motion wave of amplitude ( ) displaces the parcel of the 
working fluid in a way that the parcel of gas experiences compression and expansion 
depending on the oscillation in pressure while it is exchanging heat with the solid boundaries 
in the porous media.  As such, the gas parcel will undertake a thermodynamic cycle and 
acoustic power is pumped by the wave generator. To be efficient,  must be 5 to 10 times 
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the amplitude of the motion wave ( ). It is known that such a device can be used to onset 
and amplify the wave generation in a resonant cavity as well as to amplify a propagating wave 
passing through. 

 
Figure 2: Scheme of a thermoacoustic wave amplifier. Acoustic characteristics are imposed by the resonant or 

not cavity boundary limits. 
 

In a standing wave heat engine with a stack of plate, the oscillation pressure is about 90° out 
of phase with the oscillating velocity. In the stack the gas parcel experiences compression or 
expansion while it is displaced within a peak-to-peak distance ( ). Heat transfer occurs 
when the gas parcel is only tracing the limit of the boundary layer: the distance from the solid 
surface is approximately equal to ( ). The fluid parcel undergoes a Brayton Cycle which is 
known to be irreversible in theory. 

In a travelling wave heat engine, the oscillating pressure is in phase with the 
oscillating velocity. In the regenerator an enhanced thermal contact between the gas parcel 
and the solid surfaces is ensured by the small hydraulic ratios: y<< ; inevitable viscous 
losses in the solid matrix of the regenerator make the theoretical perfect thermal heat 
exchange impossible. The gas parcel travels along the channel within a peak-to-peak distance 
( ) inside the thermal penetration depth, exchanging heat isothermally in each location of 
the regenerator. The fluid parcel undergoes a Stirling cycle which is known to be reversible in 
theory. 

2.3. Acoustic topologies for thermoacoustic engine making. For space application, a 
great importance is accorded to the compactness which is defined as the ratio of the net output 
power to the internal system volume. Both, the increase of efficiency of conversion process 
and the decrease of the machine’s dimensions, enhance the compactness of the TA system. 
On the other hand, it is important to pay attention to the acoustic losses associated with the 
type of resonator and also to the coupling efficiency to the load which is specific for each 
configuration. The TA systems developed in the past can be classified in four categories as 
proposed by K.de Blok in a very clear paper relative to acoustic losses and coupling aspects 
corresponding to these geometries: a standing-wave resonator, a standing wave resonator with 
Helmholtz resonator, an acousto-mechanical resonator and a multi-stage travelling wave 
system [1, 2, 3, 4]. 

2.4. Thermoacoustic wave amplifier. The following scheme (Fig.3) gives a 
representation of a TA amplifier, where ‘in’ and ‘out’ refer as the input and output electric 
(We) or acoustic (Wa) power. 
If ρ1s132d and ρ1s175d are respectively the 1s132d and 1s175d Qdrive efficiencies, it is easily to 
obtain We_in = Wa_in/ρ1s132d and Wa_out = We_out/ρ1s175d. In Fig.3, α and ηrc refer respectively to 
the imperfect amplification and Carnot efficiency of the amplification. 

As seen above the acoustic gain is limited to the ratio of hot Th and cold Tc heat 
sources temperature. For a nuclear energy source at Th =1100 K, this ratio can be of the order 
of 3 (Fig.1b). 

The net maximum acoustic benefit Wa_out – Wa_in is then 2xWa_in. It appears clearly that 
with two amplifiers supplied by an identical Th heat source, the net acoustic gain would be 
8xWa_in and so on. 
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Figure 3: Scheme of the thermoacoustic wave amplifier developed at HEKYOM [5], where 1s132d and 1s175d 

are electroacoustic transducers from the manufacturer Qdrive 
 
3. One way to take benefit of thermoacoustic process: the HEKYOM acoustic topology 
An acoustic power of the order of 10 kW produced by a standing wave engine requires a low 
frequency, thus a greater length of the machine and therefore make the standing wave out of 
scope for space applications. The resonant travelling wave developed by K. de Blok can be 
considered for space application however compactness must be revisited [4]. 

A new acoustic topology has been developed in HEKYOM. The prototype funded by 
AIRBUS has shown a very satisfying result. The one stage TA amplifier shown in Fig. has a 
relatively high efficiency. Experimental data will be discussed in the subsection 3.2. The final 
aim is to obtain a compact machine with a higher efficiency compared to photovoltaic power. 
To prove it, one stage amplifier was considered as a sufficient positive proof. 

3.1. Description of the prototype. A wave, generated by an electroacoustic generator 
Qdrive 1s132d (top of Fig.4a) is propagating through a TA cell which acts as a sound 
amplifier converting heat into acoustic energy. The amplified wave drives another 
electroacoustic converter 1s175d (bottom of Fig.4a) working in inverse mode. 

The prototype was designed to receive heat at temperature up to 950°C. The TA cell is 
shown in Fig.4b, with its cold heat exchanger+ regenerator+ hot heat exchanger followed by 
the buffer tube and the ambient heat exchanger protecting the second Qdrive 1s175d (not 
shown). The white material is a nanoporous material from PROMAT industry which insulates 
the system and avoids the heat leaks. In order to insulate correctly the heater (simulated by 
joule effect), a double tubing was designed, the outer one being filled by nitrogen gas at the 
same pressure than the inner one where is the TA system. Unfortunately, the heater made in 
Molybdenum was not perfectly soldered by the manufacturer and the 2 vessels were obliged 
to be filled with helium gas carrying nearly 20% of heat losses.  
3.2. Experimental results. Extensive experimentations were performed using a RC load, the 
capacitance compensating the Qdrive inertance. One varies as well the input acoustic energy, 
the frequency, the heat power corresponding to a given hot temperature. Comparisons with 
our calculation made with our software CRISTA [6] give a pretty good agreement (Fig.5). As 
an example, data for a run near 700°C are reported in Fig.4c. It can be noticed that for that 
run: 

- ρ1s132d = 74.2% and ρ1s175d = 78.9% which are much lower than the expected values 
(85% for both) promised by Qdrive. 77.1 W and 122.3 W of heat losses are evacuated 
by water circuit respectively from the 1s132d and 1s175d; 

- α = 80.7% which is a correct value in agreement with our calculation ; 
- the heat losses due to the impossibility to surround the helium tube at 30 bars by a 

nitrogen gas filled tube are important and nearly 200W; 
- the real efficiency relative to Carnot is no more than 55.1% because the heat losses; 
- as these losses may be considered as easily avoided, the expected efficiency could 

have been 69.8%; 
- the thermal efficiency is given by (We_out –We_in)/Qh which corresponds to 17.6 % for 

this hot temperature of 700°C; 
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(a)  

(b) 

 
(c) 

Figure 4: (a) Picture of the thermoacoustic system developed by HEKYOM (b) Internal picture of the 
thermoacoustic system (c) Scheme of the energetic balance of the system at 700°C. 

 
Figure 5: Efficiency of the thermoacoustic amplifier. To compare with the simulation software CRISTA, 

thermal losses are deduced to the experimental values 
 

- taken in account the expected value of Qdrive efficiency (85%) and suppressing heat 
losses (not acoustic losses), the thermal efficiency would have been 36%; 

- The figure shows the efficiency of the TA part relative to Carnot efficiency versus the 
drive ratio. Increasing the input acoustic power increases the drive ratio. Due to the 
limitation in current and stroke for the 1s132d Qdrive, it was not possible to exceed 
7%. 
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In conclusion, the system works very well. It would be possible to improve the Qdrive 
efficiency, Qdrive manager said. It is reasonable to consider the heat losses as circumstantial. 
The very good agreement between data and calculation confirms that there is no streaming in 
such an acoustic configuration.  
4. How to improve the thermoacoustic generator 
We may propose several available modifications: 

1. First of all, it is evident that the efficiency will increase if we used 2 or 3 amplifiers in 
series. In that case the input acoustic energy could be diminished quite much. 

2. The computation has been already done and a prototype is under construction 
3. The thermal insulation could be very much improved 
4. The buffer length was chosen too large and a 2 stages system will be nearly of the 

same total length 
We may indicate some new technique to be looked at. Some of them will be presented at 

the conference. 
1. The output Qdrive is limited in capacity to 2x15kWe. Another technique converting 

acoustic energy into electrical energy consists using a bi-directional turbine associated 
to a rotating alternator. This has been already successfully tested at small acoustic 
energy of the order of one kWacoustic by K. de Blok [7]. 

2. The Qdrive technic must be improved and lighter material must be used in the 
manufacturing. Other approach could be thought for the electrical conversion concept. 
A system study has been performed by AIRBUS Group with the participation of 
HEKYOM. Results will be presented at the conference [8]. 

3. TA system can be used for moving a conductive liquid as Na. Space TRIPS European 
FP7 project is in progress. 

For Space application it is clear that the problem of heat source is not yet solved except 
using nuclear heating source. Improvements still need to be done in order to be able to catch 
and transfer solar energy with a light and reliable way. Some interesting new idea will be 
presented at the conference also by AIRBUS Group. 
5. Conclusion 
In conclusion, TA process seems likely to be a good partner for electricity generator in space. 
Even if many improvements have to be done, the concept used by HEKYOM has proved to 
be efficient. 
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Abstract: It is set the parameters of the crossed electromagnetic fields (constant magnetic 
field & alternative electric field), which used for manufacturing of ingots with emulsified 
structure from alloys of monotectic systems in conditions of microgravity at space orbital sta-
tion. It is defined, that Earth magnetic field at orbital conditions increases stability of inter-
phase surface in melts consisting of two unmixed volumes. It is promoted the braking of wave 
disturbances at wave-lengths of 0.01-1.0 m. 
 
1. Introduction 
 
Presently, there are not enough the statistically synonymous experimental data for develop-
ment of theoretical notions about technological processes in space terms. The authors of re-
port over a long period of time research the processes of manufacturing of alloys with emulsi-
fied structure at electromagnetic actions, including in terms simulated the microgravity by 
electromagnetic balancing of phases [1-3]. Therefore, there are made the scientific experi-
ments for studying the features of determinative physical and chemical processes, in particu-
lar, in alloys with immiscibility area of liquid phases at orbital terms, which are different 
sharply from earthly ones. These researches are directed for development of technological 
modes, designing and working-off of equipment & its main systems. At that, it is deciding the 
important task, namely organization in space the manufacturing of unique materials, including 
metallic alloys with improved properties or with principle new ones. Researches of alloys 
with immiscibility area at microgravity on near-earth orbit exposed the some features of be-
havior of liquid and solidifying alloys different from processes on Earth: 1) both monotectic 
alloys (Bi – Zn) and alloys without immiscibility area (Al – Si, Al – Cu, Al – Zn, Sn – Pb,   
Zn – Sn, Bi – Sb) were delaminated on two liquids. At that, homogeneous state in castings 
was not attained because intensifying of segregation of components and additives at accelera-
tion of gravity ca. 1·10-3-1·10-4 m/sec2, different temperatures and holding time in molten 
state. This fact is connected with specific of heating (by radiation) and absence of thermal 
convection [4]; 2) the experiments on mutual diffusion of liquid phases with wide difference 
in density did not give statistically synonymous results because of remanent accelerations on 
space orbital objects [5]; 3) more intensive increasing fluctuations of concentration and sup-
pression of formation of nucleus embryos of the dividing phases at melt cooling [6]; 4) at di-
rected crystallization, it is accelerated the influence on the structure of different factors (com-
position of alloy, thermal gradient, solidification rate, convection instability, size of immisci-
bility area of phases [7]; 5) increasing role of non-equilibrium processes in the conditions of 
concrete distinctions of microgravity aboard spacecrafts, that results in different effects at 
structure formation [8]. 
At the same time, importance of electromagnetic actions at manufacturing of metallic alloys 
of monotectic systems with emulsified structure remains unstudied. 
 
2. Presentation of the problem 
Data about intensity of magnetic field on orbits for most of spacecrafts are ambiguous in the 
range 10-4-10-6 T. Base of geomagnetic field is constant component. At orbit, it can be ac-
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cepted ca. 1⋅10-5 T. Action of magnetic fields (both constant and alternating ones) on liquid 
and solidifying alloys appears most strongly at phase transformations. At Earth conditions, 
influences on crystallization of metallic alloys appears already at magnetic field induction ca. 
1⋅10-3 T. Action of constant magnetic field at orbital microgravity on stability of interphase 
surface of monotectic melts is analyzed on the basis of equation [9]. According to it, there are 
indignations with the wavenumber of kw=2π/λ (λ – length of wave, m) on interphase surface 
which are repressed by constant homogeneous both vertical and horizontal magnetic field in 
the range kw1<kw<kw2. For immiscible liquid-metal volumes, it is accepted: 
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where H – magnetic field intensity, А/m; σ1-2 – interphase tension of immiscible liquid-metal 
volumes, N/m; g – acceleration of gravity, m/sec2; Δρ  – difference of density of liquid-metal 
phases, kg/m3. 
As objects for study were selected the alloys covering practically complete range of differ-
ences of phases’ density: а) copper – cast iron (Δρ≈800 kg/m3, σ1-2=0.025 N/m); б) Bi – Ga 
(Δρ≈3400 kg/m3, σ1-2=0.01 N/m); в) Al – Pb (Δρ≈7700 kg/m3, σ1-2=0.1 N/m). As main re-
search object, it was selected Bi – Ga alloy (fig. 1 [10]).  
 

 weight % 

      Bi     atomic %                     Ga

Figure 1: Bi – Ga monotectic alloy structural dia-
gram:  
P – area of homogenous liquid condition;  
P1 – Bi base saturated liquid solution;  
P2 – Ga base saturated liquid solution;  
Tв1 – Bi base saturated solid solution;  
Tв2 – Ga base saturated solid solution;  
T6 – temperature of binodal (critical temperature).  
 

 
The alloy was studied at microgravity [6]. It has prospects for experiments aboard space sta-
tion, because such alloy needs low energy consumption for melting in comparison with other 
alloys. Chemical composition of experimental alloy corresponds to immiscibility area of 
phases in melt (Bi – 75 weight % and Ga – 25 weight %). Base of alloy is Bi, as Ga has low 
melting temperature 29.5 °С (it exceeds insignificantly the usual room temperature). More-
over, at cooling of melt, it is necessary to utilize a little heat (Table 1, where ρе – specific re-
sistance; с – specific heat capacity; qm – melting heat).  
 

Table 1. Main parameters of monotectic Bi – Ga alloy 
 ρ, kg/m3  ρе, Ohm⋅m с, J/(kg⋅°С) Components 

of alloy 20 °С 300 °С 20 °С 300 °С 20 °С 300 °С 
 qm, 
J/kg 

Bi 9800 10300 117⋅10-8 132⋅10-8 1200 3800 5.2⋅104

Ga 5900 5905 54⋅10-8 30⋅10-8 377 398 8.2⋅104

 
As distinct from earlier orbital experiments, in the presented works it is foreseen heat genera-
tion directly in alloy due to heating by alternating electric current. Also, it is provided the 
creation of optimum thermal & forced processing of liquid alloy by crossed electric and mag-
netic fields. For providing of accelerated cooling at melt crystallization, it is used the metallic 
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cooler. At Bi – Ga alloy,  there is researched the possibility of magnetic field influence on the 
change of phase transitions in monotectic melt and change of crystallization type, first of all 
for increasing number of nucleus and crystallization rate in orbital terms. For providing of 
necessary effects of MHD-actions on the liquid monotectic alloy at microgravity, it is needed 
to select the proper parameters of magnetic and electric current systems. At development of 
space equipment, it becomes additionally complicated because of power, gravimetric, overall, 
and other limitations. 
Evolution of wave disturbances on interphase surface of liquid volumes Bi and Ga at micro-
gravity in thermodynamically equilibrium state (clean components A and B) is rated on equa-
tion by Birkhoff [11] at σ1-2=0.01 N/m. At that, the minimum speed U, corresponding to tran-
sition boundary of system from A(τ)=А0 to A(τ)>A0 (A0 – initial amplitude (or amplitude of 
harmonic disturbance at time τ = 0), m;) connected with wave-length λ for an alloy Bi – Ga: 
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=U                                        (2) 

 
According to (2), at short waves’ range (λ<5⋅10-5 m) for evolution of instability on interphase 
surface of liquid Bi and Ga at microgravity, relative moving speed of volumes must exceed 1 
m/sec, and for λ=5⋅10-6 m – 3.5 m/sec. Therefore for receipt of fine-dispersed emulsion in Bi 
– Ga melt at microgravity, it is appropriate to use condensation method (not dispersion).  
At the contact holding of sample of alloy and using of most rational heating method by trans-
mission of electric current through alloy, it is necessary to imposition of electric field (fig. 2).  
 

Figure 2: Block-scheme of the apparatus: 
1 – technological capsule with alloy; 2 – system creating electric cur-
rent of heavy density; 3 – magnetic system; 4 – solid cooler; 5 – ma-
nipulator; 6 – power supply block of the electric system; 7 – flux den-
sity sensor in the electromagnet gap; 8 – geomagnetic field flux den-
sity sensor; 9, 10 – alloy temperature and electrode loop sensors; 11 – 
electric current value sensor; 12 – information apparatus; 13 – control 
block; 14 – board electric power supply system; I – technological ap-
paratus; II – information block.  

 
Time for transition of alloy into liquid state with finite temperature is determined by active 
power consumption. The PΣ power is used for heating of metal from t0=20 °C to finite tem-
perature t depends on general efficiency of heater η  and efficiency of thermoinsulation (total 
thermal losses of the heated objects). At contact power supply to heated sample of alloy η  
will make no less than 0.95, and thermal losses Ph at chosen finite temperature t= 300 °C >t6 
(t6 – temperature of binodal of alloy) it is possible to limit at the level of 0.1 W. At useful 
power consumption P in two orders less than power provided the power system aboard orbital 
station (namely ca. 5 W), the specific volume thermal power makes (P+Ph)/V=5.1 W/cm3. 
The specific volume active power consumption makes Pa=P/η =5.3 W/cm3. So, specific en-
ergy consumption makes q=[c(t–t0)+qm]=1158 W⋅sec/cm3. Time τt for transition of alloy into 
liquid state with temperature 300 °C will make τt=218 sec. For determination of necessary 
electric current density in melt for providing the required volume thermal power, it is calcu-
lated (by additivity rule) average specific electric resistance of alloy ρe

a in temperature inter-
val 20-300 °C calculated. It makes ρe

a =1.1⋅10-7 Ohm⋅m. The required electric current density 
in sample of Bi – Ga alloy makes 215== e

avPj ρ A/cm2. At that, volume of alloy with 
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passing large electric current is the short circuit area. It is expedient to use transformer chart 
working on AC. In this case, energy to alloy is passed through DC/AC-converter and trans-
former which has the one-turn secondary winding circuited on volume of alloy (fig. 3, 4).   
 

Figure 3: Scheme for creation of the electromagnetic actions on the 
monotectic alloy with emulsified structure aboard the orbital space 
station: 
1 – cooler; 2 – constant magnet; 3 – alloy; 4 – loop with conductor; 
5 – voltage transformer; 6 – electric current converter      
 
Figure 4: Construction of the technological apparatus: 
1 – copper capsule; 2 – ceramic cartridge; 3 – elastic heat-electric 
insulator; 4 – alloy; 5 – copper electrodes; 6 – electrode bus; 7 –
transformer limb; 8 – transformer winding; 9 – solid aluminum 
cooler; 10 – manipulator of the magnetic type; 11 – electro-
mechanical  cotter  pin; 12 – constant magnet; 13 – ferromagnetic 
lamina; 14 – slides of the cooler. 
 
However, at orbital experiments, there are appeared considerable 

kinetic difficulties during homogenization of monotectic melt over the bimodal temperature. 
Performed analysis had shown that homogeneity of single-phase fluid can be provided by 
MHD-actions, in particular, by imposition external magnetic field on alternating current in 
melt. At that, it is created electromagnetic vibration in liquid alloy. For generation of variable 
electromagnetic forces at affecting on melt phases at heating, rationally to place the alloy 
sample in the gap of constant magnet (this one is not required the energy for working (see fig. 
3). Interaction of imposed on melt constant magnetic field with induction B with transverse 
alternating electric current with frequency ω will cause the origin of electromagnetic force in 
melt. This force acts differentially on the phases in melt with different ρe. Thus, according to 
(2) for the Bi – Ga melt from clean components, the acceleration of Ga volume is in 7.3 times 
more than Bi volume. After temperature-temporal processing of melt, it is under action of 
constant magnetic field. Degree and character of influence of constant magnetic field, includ-
ing geomagnetic one, on stability of interphase surface in monotectic melts is estimated using 
equation (1). The analysis showed (fig. 5) that geomagnetic field on orbit promotes braking of 
wave disturbances on interphase surface in monotectic melts in the range of wave lengths 
1⋅10-2-1.0 m. 
At imposition on cooling melt of the homogeneous constant magnetic field with intensity ex-
ceeding intensity of geomagnetic field, in liquid monotectic alloy on the space station, there 
are suppressed the flows, related to micro-accelerations due to inertial random motion. 
At successive solidifying of monotectic melt in castings and ingots, there are areas which con-
tain the different by sizes inclusions of second metallic phase. In this connection, for provid-
ing of homogeneity of inclusions by sizes and their uniform distribution, it is necessary to re-
alize cooling of melt with optimum speed even in the zero-gravity state (weightlessness). 
On base of results of computations and experiments on action of magnetic field on emulsified 
melts, for the first series of experiments in space terms it is recommended using of constant 
magnets with induction of magnetic field in the gap ca. 0.1 T. For acceleration of melt cooling 
after its overheating to 300 °C and homogenization, it can be used the metallic cooler entered 
into the contact with melt (see fig. 3).  
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Figure 5: Constant magnetic field action on melts interphase stability at space station. 

 
At the small volume of melt (1 cm3) and low overheating above ambient temperature, the 
aluminium cooler by volume of 20 sm3 will provide cooling rate of 27 °C/sec (according to 
calculation, heat of overheating relieving ca. 1000 J; heat conductivity coefficient of melt 20 
W/(m3⋅sec); heat capacity of the cooler 2,4⋅106 J/m3; temperature of cooler 20 °C; areas of 
contact surface of cooler with melt 2⋅10-4 m2). At cooling, melt fusion will be found in immis-
cibility area of liquid phases during ca. 1 sec, and sedimentation in melt will not appear.  
 
3. Conclusion 
There are defined the terms for using of constant magnetic field (B=0.1 T) crossed with alter-
nating electric one (q=1160 W⋅sec/cm3; j=215 A/cm2) at manufacturing of ingots from 
monotectic alloys (Bi – Ga) with emulsified structure at microgravity aboard space orbital sta-
tion. It is set that geomagnetic field promotes stability of interphase surface in double-phase 
monotectic melts on orbit. It promotes braking of wave disturbances in the range of wave 
lengths 1⋅10-2-1.0 m. 
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Abstract: 
 

The magnetohydrodynamic description of magnetic nozzle physics is presented and discussed.  

A parametric analysis was performed of the generalized Ohm’s law for relevant plasma 

propulsion devices.  Results suggest that all terms of the generalized Ohm’s law should be 

retained in MHD simulations to capture the relevant physics.   

 

1. Introduction 
 

Plasmas have a long history of use in space propulsion primarily through ion and Hall thrusters.  

However, a need exists for thrusters which limit the interaction of plasma with walls of the 

thruster which enables scaling to higher temperature, higher energy plasmas and increases the 

overall lifetime of the thruster.[1,2]  Among the key components in the development of these 

thrusters is the magnetic nozzle which guides the flow of plasma through the thruster.   Magnetic 

nozzles are strong converging-diverging magnetic fields which direct the flow of the plasma and 

limit interaction with the walls.  These nozzles are also integral to the thrust generation process 

by converting non-directed magnetoplasma energy of the plasma into directed kinetic energy.  

Understanding the physics of magnetic nozzles is crucial to the current design of electric 

propulsion thrusters and also has broader applications to astrophysical jets. [3] 

 

Magnetohydrodynamics (MHD) has been previously used to study the flow of plasma through a 

magnetic nozzle.  A number of theoretical and computational studies have been performed with a 

focus primarily on ideal and resistive MHD descriptions.  Herein we summarize the results of 

these studies and argue that more complex MHD descriptions are required to accurately capture 

all of the relevant physics in a magnetic nozzle.  Section II of this paper further introduces the 

physics of magnetic nozzles and summarizes previous studies with MHD.  Section III presents a 

parametric study of relevant magnetic nozzle devices and Section IV concludes this paper. 

 

2. Summary of Studies and Simulations of Magnetic Nozzle with MHD 

 

The primary function of magnetic nozzles is to control the flow of plasma and generate thrust by 

accelerating the plasma in the axial direction.  A simple schematic of a magnetic nozzle is shown 

in fig. 1.  The plasma is generated in the plasma source and then guided by the magnetic field 

which is generated by either a current coil, as shown, or by permanent magnets.  A converging-

diverging magnetic field is typically employed to create a nozzle contour similar to de Laval 

nozzles used in chemical rockets.  The thrust generation process can be divided into three 

essential components: 1.) Energy conversion to directed kinetic energy; 2.) Transfer of 

momentum from the plasma to the thruster; 3.) Detachment of the plasma from the initially 

confining magnetic field lines.  These steps of the thrust generation process are coupled with one 

another.[4] 
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In this paper we consider magnetic nozzles primarily 

from the MHD perspective and will limit the discussion 

of the relevant physics to those in the fluid, MHD 

regime. The physics of the magnetic nozzle can also be 

considered from particle and kinetic perspectives, 

leading to additional physical mechanisms which 

generate thrust. 

 

Energy conversion mechanisms considered from an 

MHD perspective include generalized Hall effect and 

thermoelectric acceleration[5,6], directing the flow of 

fluid thermal energy[7], and Joule heating.  Generalized 

Hall acceleration occurs due to the interaction of currents 

generated by the Hall effect with the applied field. 

Thermoelectric effects generate additional electric fields 

due to gradients in the electron density which can contribute to the Hall effect currents.[5]  Hall 

effects can also result in a force which causes rotation of the plasma jet. [6]  Fluid thermal 

energy is converted to axial kinetic energy due to the formation of a converging-diverging 

“magnetic wall”.  A current layer forms at the edge of the plasma which shields the inner plasma 

from the applied magnetic field and generates the confining force that guides the plasma flow.  

Simulations with resistive MHD codes (MACH2 and MACH3) have confirmed thrust generation 

by this process and show that the integrity of the current layer is crucial to efficient magnetic 

nozzle operation [8,9].  Joule heating describes the conversion of electromagnetic field energy 

into thermal energy in the plasma due to resistive heating. 

 

Momentum transfer occurs due to the pressure of the plasma on the source walls and the Lorentz 

force resulting from the interaction of the induced currents and applied magnetic field.  

Diamagnetic induced currents are necessary to generate thrust in the plasma while paramagnetic 

currents can cause a drag force which reduces efficiency. [10] 

 

MHD detachment scenarios considered include induced self-magnetic field effects[10], super-

Alfvénic plasma flows[11], resistive diffusion[7,12], and magnetic reconnection.  Self-field 

detachment can be achieved if strong diamagnetic currents are present which effectively cancel 

out the applied magnetic field.[10]  Super-Alfvénic detachment can occur when the plasma flow 

velocity exceeds the Alfvén velocity.  In this scenario the plasma drags the magnetic field lines 

along with it and significant field line stretching should occur.[11]   Detachment through 

resistive diffusion occurs due to the plasma diffusing across the magnetic field lines due to 

collisions.  This mechanism can result in drag losses on the plasma and significant anomalous 

diffusive transport can occur. [7,12] Finally, magnetic reconnection can facilitate detachment due 

to field line tearing and the formation of magnetic islands. 

 

3.  MHD Description and Parametric Analysis 

 

The primary assumptions made in the derivation of the MHD governing equations are that the 

fluid behaves as a continuum, the ion mass is much greater than the electron mass (       ), 
and that the characteristic electron time scales are much faster than the bulk fluid time scales 

Figure 1: Schematic of magnetic nozzle. 
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(         ). The latter assumption implies that the electrons respond instantaneously to 

changes in the flow which leads to a simplification of the electron momentum equation into a 

force balance.  This force balance can then be used to derive the generalized Ohm’s law which 

provides closure to the MHD equations and allows for calculation of self-consistent magnetic 

fields.[13]  The generalized Ohm’s law is  

 

         
 

   
    

 

   
 (     )                                                 (1) 

 

In this equation the terms on the right hand side are referred to as the convective, Hall, electron 

pressure, and resistive terms respectively.  The type of MHD model (ideal, resistive, Hall, etc.) 

and the physics captured by this model is defined by the terms which are kept in the Ohm’s law.  

The relative importance of the terms in Ohm’s law is found by an analysis comparing the terms. 

 

The first relation of Ohm’s law terms is shown in (2) and is found by comparing the convective 

to the resistive effects.  The resulting non-dimensional number is known as the magnetic 

Reynolds number which gives a ratio of the convective to the resistive effects.  High     

implies that the resistive effects are small which implies that the resistive term in Ohm’s law can 

be ignored.  For high     the induced magnetic field can be large, which is important for the 

physical mechanisms such as formation of the current layer, induced field detachment, super- 

Alfvénic detachment, and magnetic reconnection. 

 

                                                                            (2) 

 

The non-dimensional number comparing the Hall to the convective term and is shown in (3).  

The resulting non-dimensional number relates to the magnetization of the ions and compares a 

characteristic fluid frequency to the ion cyclotron frequency.  Large values of this ratio imply 

that Hall effects are important compared to the convective contributions.  Physically this relation 

implies that the ions are effectively demagnetized and a non-linear description is needed to 

describe their motion.  Ion demagnetization is an important consideration in the detachment 

process as well as in the formation of Hall currents. 

 

     
      

    
 
   

    
                                                               (3) 

 

Relation (4) compares the Hall term to the resistive term in Ohm’s law.  This ratio, known as the 

electron Hall parameter, compares the electron cyclotron frequency to the electron-ion collision 

frequency.  The Hall parameter gives insight into the effective magnetization of the particles.  

Large Hall parameters suggest that the particles can complete cyclotron orbits many times before 

experiencing a collision, suggesting that the magnetic field significantly affects that species.  

This parameter is important in the thrust generation process because it can result in the formation 

of Hall currents which can contribute to the energy conversion process.  For Hall currents to 

exist the ions must be effectively demagnetized so that a net current is produced. 

 

     
   

   
                                                                      (4) 
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The final ratio is found by comparing the Hall to the electron pressure term and is shown in (5).  

The resulting non-dimensional number is known as the thermal   which gives a ratio of the 

plasma to the magnetic pressure.  When this ratio is small the magnetic pressure is greater than 

the electron pressure and the electron pressure can be ignored in comparison to the Hall effects. 

 

  
    

      
                                                                      (5) 

 

These non-dimensional parameters are used to compare the terms in the generalized Ohm’s law 

and identify the type of MHD model necessary to capture the important physical mechanisms in 

magnetic nozzles.  We calculate these non-dimensional parameters for theoretical and 

experimental designs which incorporate magnetic nozzles shown in Table 1.  The devices 

considered include the VAriable Specific Impulse Magnetoplasma Rocket (VASIMR) [14,15], 

fusion-based propulsion systems [8], the magnetoplasmadynamic arc jet (MPDA) [16], and the 

Helicon Double Layer Thruster (HDLT) [2,17].  The electron magnetization,     , is also 

included as a measure of the validity of the MHD assumption that electron time scales are much 

faster than the bulk fluid timescales.   Conditions change significantly as the plasma flows 

through the nozzle and the values selected represent only a single point. 
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Table 1: Parametric Analysis of Magnetic Nozzle Systems 

 

Small values of      found for all devices suggest that the basic MHD assumption of fast 

electron time scales is satisfied.  The     suggests that the resistive effects can not be ignored in 

most cases, with the exception being the fusion propulsion system.  These calculations only 

consider classical diffusion, which has been shown to underestimate the resistive effects in 

plasmas.  Bohm diffusion and anomalous diffusion processes may decrease the magnetic 

Reynolds number, increasing the importance of resistive effects. [12] The values of      are 

generally found to be near one, suggesting that the ions are nearly demagnetized and Hall effects 

may be on the order of the convective effects.  Furthermore, as the plasma expands to weaker 

magnetic fields this term will become larger, increasing the effects of the Hall term.  The ratios 

found for the electron Hall parameter also suggest that the Hall effects should be included when 
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compared with the resistive effects.  The electron pressure is found to be marginally important in 

all cases with the magnetic field pressure being stronger than the electron pressure as expected.  

Although this term is small in most, it is shown to be non-negligible in some. 

 

Preliminary simulations have been performed using the Magneto Gas Kinetic Method (MGKM) 

which is generalized Ohm’s law MHD code.  The major result of these simulations shows 

rotation of the plasma jet and the formation of helical structure both in the velocity and currents 

within the jet.  Challenges to future simulation are identified, with incorporation of the Hall term 

imposing restrictive time steps due to the unbounded Whistler wave characteristic.[18] 

 

5.  Conclusions 

 

The physics of magnetic nozzles from an MHD perspective is discussed and previous studies are 

summarized and discussed.  A parametric study of the generalized Ohm’s law is performed.  It is 

found from the parametric analysis and from a physics perspective that all terms of the 

generalized Ohm’s law should be retained to capture all aspects of the thrust generation process.  

Future simulations and studies should thus include all terms in the generalized Ohm’s law.  

Further considerations need to be taken concerning the continuum assumptions made in the 

MHD fluid model which are not considered here. [4] 
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Abstract: This paper is devoted to the analytical investigation of a pulsating MHD flow in a 
cylindrical channel, submitted to an applied DC magnetic field and an imposed harmonically 
oscillating thermo-acoustically generated pressure gradient. Produced electrical current is 
extracted by induction coil in connection with compensation capacitor placed around the 
MHD channel. The effect of conducting wall is also taken into account. The generator is 
analytically modeled by solving the system of induction and Navier-Stokes equations 
simultaneously. Sensitivity analysis of efficiency, output power and different power losses 
versus MHD non-dimensional numbers are presented. 
 
1. Introduction 
 
Most of the magnetohydrodynamic devices make use of the fact that orthogonal electric and 
magnetic fields in a conducting medium will produce a Lorentz force and thus a particle 
velocity in the third orthogonal direction.  This principle is based on the concept of devices 
such as electromagnetic pumps and propulsion systems [1]. The pumps transform 
electromagnetic energy into mechanical energy the reverse transfer occurs in acoustic MHD 
generators [2]. On the other hand, in the acoustic MHD devices the electromagnetic force and 
consequently the fluid flow are oscillatory [1, 3]. The schematic of the Thermoacoustic-MHD 
system is demonstrated in figure 1, where the MHD generator is submitted to thermo acoustic 
oscillatory pressure forces. Based on how to extract the produced electrical power from the 
generator, two types of machines can be considered: 

- conduction machines, which produce strong electric currents at low voltage and require 
electrodes to collect the  produced current, which may be a handicap for questions of water 
tightness, and, 
- induction machines, that produce electric current with adjustable strength and voltage and 
do not require any electrodes [2], [4], [5]. 

This paper presents the results of the investigation of the MHD generator coupled with thermo 
acoustic engine. The liquid metal oscillates horizontally in the cylindrical MHD channel, 
under the effect of the oscillatory pressure difference due to the thermo acoustic engine. The 
magnet placed around the channel, produces a radial constant magnetic field. The interaction 
between this magnetic field and the liquid motion induce an AC current in the fluid, and AC 
induced magnetic field which producing AC current in the coil connected with the load. The 
system is depicted in figure 2. 
 
2. Description of the model. 
 
The main elements of the model are given in figure 2. The active part of the generator with 
the length l supposed to be larger than the MHD channel depth , so that it could be 
considered as infinitely long. MHD channel contains a liquid metal with the density , 
dynamic viscosity , relative magnetic permeability  and electrical conductivity . The 
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oscillatory pressure gradient applied by the thermo acoustic engine with the amplitude  
causes a velocity field with the value  and a pulsation  in the liquid metal. This velocity 
field is radially submitted to a constant magnetic field . The interaction will be 
resulted in an AC induced current  and an AC induced magnetic field  producing an AC 
current i in the coil windings. Magnetic flux closes its path through the core and the yoke with 
relative permeability  and , respectively. The coil has N turns and is connected in series 
with the load circuit, including a correction capacitor  and a resistive load . The 
effect of the conducting wall on the power loss of the generator is also taken into account by 
placing a very thin metal layer with electrical conductivity  in contact with the liquid 
metal. The main notations of the generator are listed in Table 1. 
 

 
 

Figure 1. Schematic of the thermoacoustic MHD generator. 
 

 
Figure 2. Schematic of the analytical model of the MHD generator, containing the core, MHD 

channel, ferromagnetic yoke, magnet and the induction coil. 
 
 
3. Formulation of the problem 
 
Governing equations are based on the following two sets: 
a) Navier-Stokes equation which relates the velocity and the pressure with the Lorentz force 
b) induction equation, which is a combination of Maxwell equations and Ohm’s law. 

Two main approximations are considered in the calculations. Due to the long channel aspect 
of the system ( ) and the symmetry in the  direction, we have: 
 
 

 

480



Table 1. Scales of the MHD generator 

 
 

     (1) 
Moreover, since the depth of the channel is assumed to be several times smaller than the 
radius of the channel (  ), the variations of the channel radius in the differential 
equation are approximated with the average radius of the channel: 
 

    (2) 
The non-dimensional system of differential equations to be solved is achieved as follows: 
 

   (3) 
where ,  and  are the non-dimensional values for fluid velocity, induced magnetic field 
density in the fluid and the depth of the channel, respectively. Also , N,  and  are the 
pressure factor, interaction parameter, Reynolds number and magnetic Reynolds number 
respectively.  
The order 4 of the differential system in (3) shows that 4 boundary condition are needed to be 
determined to solve the system. Two of the boundary conditions are defined simply by the 
non-slip wall constrain: 
 

,     (4) 
Magnetic boundary condition includes the induced magnetic flux density at the bottom  
and at the top  of the MHD channel. The magnetic flux density at the bottom of the 
channel in the x direction is a summation of the following three induced flux densities: 

• = Magnetic flux density because of induced current inside the fluid 
• = Magnetic flux density because of induced current inside the wall 
• = Magnetic flux density because of current in the load 

The load circuit configuration consists of a resistive load , correction capacitor  
and the induction coil with number of turns. The current in the load circuit is proportional 
to the induced magnetic field at the bottom of the MHD channel via (5). 
 

    (5) 
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The last boundary condition is the induced magnetic flux density at the top of the MHD 
channel which item could be achieved by applying the Ampere law once at the bottom and 
once at the top of the channel: 
 

   (6) 
 
4. Results and Discussion 
 
The system of differential equations (3) could be solved with the four boundary conditions 
mentioned in the previous section. The analytical expression for the  and  are very long, 
and are not presented in this paper for the sake of abbreviation. The results are presented in 
this section for the non-dimensional values of , , , 

 and the load factor of . Figure 3(a) represents the 
velocity profile in the channel. The core of the channel has constant velocity amplitude, while 
in the boundary layer, a reverse flow is observed that is caused by the viscosity. This effect is 
also visible in Fig. 3(b), representing the current density evolution near the wall at the same 
time. The phase shift of the velocity profile changes the induced magnetic flux density pattern 
in the boundary layer. Since the fluid induced current density is proportional to the r-
derivation of the induced magnetic flux density,   also is deformed in the boundary layer. 

 
Figure 3. a) Velocity profile versus the channel depth at the time t = 1/4f, where a phase shif 

of velocity in the boundary layer is visible b) Induced current density profile versus the 
channel depth at the time t = 1/4f. 

 
Efficiency behaviour as a function of magnetic Reynolds number and Reynolds number for 
fixed interaction parameter and different non-dimensional load resistances are demonstrated 
in figure 4 (a) and (b). It can be seen in Fig. 4(a) that for higher magnetic Reynolds number, 
the efficiency increases. That can be explained by the fact that by increasing the magnetic 
Reynolds number, the magnetic advection will dominate the magnetic diffusion in the fluid. 
This increases the effectiveness of the induction phenomenon and increases the induced 
current in the fluid and in the load.  But by increasing the load resistance limits the current in 
the load circuit and will decrease the total output power. This enhances the efficiency of the 
system by making the fluid with better MHD qualities. The increase reaches saturation at 
higher values of . 
Figures 4(b) depicts the variations of the efficiency versus Reynolds number for four different 
non-dimensional load resistances and the constant interaction parameter and magnetic 
Reynolds number. This is a result of the fact that when increasing the frequency (R� 
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increases) the induced magnetic field does not penetrates in the conducting liquid and so the 
extracted power tends to zero as well as the efficiency. 
 
 

           
 

Figure 4. The efficiency versus a) magnetic Reynolds number and b) Reynolds number for 
different values of non-dimensional load resistances: 
, , and , with  and 

 
 
5. Conclusion 
 
This paper is about an analytical approach to study MHD generator which is in connection 
with a thermo acoustic engine that applies a fluid oscillation in the MHD channel.  The 
analytical model is based on a system of differential equations, containing Navier-Stokes 
equation and the induction equation. The dimensionless differential equations are given 
exhibiting non-dimensional parameters. The solution of the system is achieved by applying 
the velocity and the induced magnetic field boundary conditions. The results of the different 
parameters and the sensitivity analysis of the system are presented for a specific situation. 
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1. Abstract:   

A significant number of exploration missions, which require long duration and highly efficient 
power sources, require nuclear propulsion. The MEGAHIT project, funded by the European 
Commission under the 7th Framework Programme for Research and Technological Develop-
ment, is a Supporting Action aiming at building a European roadmap for Megawatt level nuclear 
electric propulsion, in preparation of the Horizon 2020 programme. MEGAHIT sought to involve 
all interested European and Russian stakeholders (research, industry and agencies) in order to 
build a consolidated roadmap and to build a scientific and technical community on the topic in 
Europe and Russia. Mission analysis was conducted by KerC, and most promising missions were 
identified as Earth protection against NEOs, outer solar system exploration missions, and cargo 
missions to Moon or Mars. Large trade-off was conducted between possible technologies leading 
to down select 1 to 3 options for each main subsystem. A workshop was hold in Brussels on De-
cember 2013 and was attended by about a hundred specialists. It enabled the MEGAHIT consor-
tium to consolidate the list of possible candidate technologies, to identify main technological 
gaps , and to establish the first drafts for the final roadmap.  

2. Introduction:   

Nuclear propulsion is an essential and enabling key asset for a significant number of exploration 
missions. Associated technological developments however require important financial efforts 
that can probably only take place in the frame of an international collaboration, sharing the ef-
forts as this has been the case for the International Space Station.  

MEGAHIT is a supporting action aiming at building a European roadmap for Megawatt level 
nuclear electric propulsion. It is funded by the European Commission under the 7th Framework 
Programme for Research and Technological Development, in preparation of the Horizon 2020 
programme, starting in 2014.  

MEGAHIT is driven by a consortium that is coordinated by the European Science Foundation 
and that includes CNES, DLR, Keldysh Research Center, the National Nuclear Laboratory from 
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U.K. and Thales Alenia Space Italia. The consortium favors an open and participative approach 
in order that all interested stakeholders - research centers, agencies and industry- within consorti-
um or not, can establish common research objectives and iniate research alliances. This approach 
will allow building a scientific and technical community on the topic in Europe and Russia. Po-
tential collaboration opportunities at international level with other space fairing nations will be 
included.  

3. Approach: 

Megahit adopted an approach  in 4 phases.  
• Phase 1: High level requirements 

Phase 1 collected inputs from space agencies and research centers on mission-related high level 
requirements. 

• Phase 2: Reference vision 
Phase 2 built a reference vision of what system we aim at, and what would be the best technolog-
ical options. 

• Phase 3: Technological plans 
The rationale was that the best people for establishing technological plans are the stakeholders 
identified as being able to carry out the development. These stakeholders were associated  
through discussions and workshops on technologies they have expertise in. 
 
Main workshop was held in Brussels on December 2013 and was attended by about a hundred 
specialists. The workshop had  two goals: a) formalize the technological plans. and b) create a 
community, giving the opportunity to each stakeholder of having a complete view of the project, 
technologies and system. 

• Phase 4: Road-maps  
This is the current phase of the project. It aims at a synthesis of the three previous phases, trans-
lating  into consistent road-maps what has been established in terms of  key technologies and 
technological plans. 
 

4. Missions and requirements 

Mission analysis was conducted by KerC based on the following hypothesis/requirements: 
Departure will be from a a sufficiently high orbit (800km or more). The spacecraft will be com-
posed of at least 2 modules assembled in orbit: the transport power module with Nuclear Power 
Propulsion System (NPPS) (20tons) and the module with payload (20 tons). Radiators can be 
foldable. System can function 5 years in full power on a total lifetime of 10 years. 
 
A strong requirement would be safety: the reactor shall remain subcritical at all times during 
launch, even in case of a launch failure. 
 
Three family of missions emerged as the most promising: 
- NEO deflection: deflection would be done acting as a gravity tractor. System could deflect a 

NEO of Apophis size. 
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- Outer solar system missions: several tons of payload could be sent in Europe or Titan within 
3 years. A chemical stage, without gravity assist manoeuver, would put only 300kg of pay-
load in this orbit. 

- Cargo missions: Lunar orbit tug or manned Mars mission cargo support mission. 
 

5. Reference Vision 

Large trade-off was conducted between possible technologies (Cf. figure 1) leading to down se-
lect 1 to 3 options for each main subsystem. A very preliminary « high level » concept was estab-
lished, to give rough order of magnitude of mass and thermodynamic maps 

 

Figure 1 : general achitecture and list of candidates for subsystems. 

Regarding the nuclear core, 3 fuel candidates UO2, UC and UN were retained for reference. High 
enrichment and fast spectrum were retained to optimize the mass, but also to follow UN recom-
mendation to avoid Pu239 formation linked to thermal spectrum [1]. For shield, tungsten seems 
the best protection against gamma rays. Protection against neutron can be done with 6Li, 6LiH, 
and 10B4C. 

The reference for the thermo-electric conversion  was  taken to be the Brayton cycle. Heating is 
performed by the nuclear core at constant pressure, expansion is done in a rotating turbine cou-
pled with an alternator. For power distribution, a hybrid architecture is preferred wrt centralized 
or channelized architectures. A direct-drive concept was chosen. Conversion based on thermo-
acoustics coupled with Magnetohydrodynamic is a promising alternative to Brayton. This alterna-
tive may become the reference if current maturations going on in europe brings positive results. 

The Radiator provides the cold source for the Brayton cycle. For radiator technology, a heat pipe 
system was selected due to its simplicity and good performance [2]. Droplet radiator is a promis-
ing technology under maturation, and was kept as a back-up. For other heat exchangers, plate 
heat exchanger was selected. 
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For electric thrusters, solutions with higher TRL levels were down-selected: hall-effect thrusters, 
ion engines and magnetoplasmadynamic (MPD) thrusters. MPD thrusters currently offer the 
highest thrust level [3]. 
 
On system level, it is proposed to consider a 1300K hot temperature as a reference because this 
level is mandatory to reach the specific mass objective for the system (<20kg/kWe). Two vari-
ants are then considered: a direct Brayton cycle with He-Xe an in-direct He-Xe Brayton cycle 
with a Lithium cooled core. In order to give an ambitious longer term perspective a third option 
was assessed: 1600K indirect Brayton cycle.  
 

 
Figure 2 : thermodynamic map for reference cycle n°1  

 

Based on the technology trade-offs and on thermodynamic cycle, a preliminary architecture has 
been proposed: 
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Figure 3 : preliminary architecture for nuclear electric propulsion system 

 

6. First feedback from the workshop 

The workshop enabled the MEGAHIT consortium to consolidate the list of possible alternatives, 
to identify the contested issues, and to establish the first drafts for the final roadmap.  

Among the contested issues, the high working temperature and/or long life duration requirement 
will be a big challenge for the nuclear reactor, the turbine blade and disk, the bearings, and the 
heat exchanger between primary and secondary circuit (if a heat exchanger is required). New de-
velopments will be needed for these parts. A strategy for transient phases should also be defined, 
allowing coherent functionning between core, turbine, radiator and thrusters. The need to assem-
ble many parts in orbit may require advances in robotics. 
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